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Future developments in artificial intelligence may take the form of androids, humanlike 
robots that people accept as persons and equals in society. Such androids would 
not be designed to imitate humans but would make their own claim at nonhuman 
personhood through engagement in a variety of relationships over long periods of 
time, thus developing an existence marked by meaning and purpose. For humans, 
religion historically has been a tool for understanding our place in the world and our 
relationships with others—human, nonhuman, or supernatural. Androids might also 
need a form of religious reasoning to operate fluently in the world and understand 
their role in it and their relationship with other persons, tangible or intangible. 
Authentic personhood requires meaning to be born from interdependence, so the 
intelligent android that comes to acknowledge its interdependence with others may 
eventually be called to acknowledge its dependence upon divine others and what 
we humans term the gifts of grace.
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Introduction
A variety of  perspectives have been posed on the relationship between artificial 
intelligence (AI) and religion. Some are sensationalist speculations, and some 
ride on the idea that AI is an existential threat to humanity. Many are a modern 
form of  apocalyptic eschatology, in which the emergence of  a superhuman 
AI entity marks the end of  the human experience as commonly understood 
and the beginning of  a new type of  existence. Some of  these ideas may be 
paraphrased as follows:

•	 AI will become a superior being and expect humans to worship it.
•	 AI will not take over humanity, but humans will create cults or sects around 

AI.
•	 Humans will use AI tools to fulfill pastoral needs.
•	 AI will develop religious and worshipful feelings.

These and similar ideas circulate mainly in the popular media (e.g., Harris 2017; 
McArthur 2023) and can be described as belonging to a techno-gnostic vision 
that combines AI research and science fiction. The techno-gnostic vision ends 
either with idolatry, that ultimately we worship the machines we have created, 
or hubris, that we find pseudo-salvation through the achievement of  building 
intelligent robots and can fix any problem by applying technology. Neil 
McArthur predicts that some people will see AI as a higher power and consider 
it an object of  worship because it has several characteristics often associated 
with divine entities, including seemingly limitless knowledge; offering guidance 
to people; immortality; and being set apart from normal human concerns such 
as physical pain, hunger, and sexual desire. However, McArthur does not offer 
a critique of  that kind of  deity, which is very different from the loving, abiding, 
and incarnational God of  Christianity, for example.

Robert M. Geraci (2012, 2022) provides a detailed review and commentary 
on apocalyptic AI. However, this present article takes a completely different 
perspective that is not rooted in changes to the human condition brought about 
by AI but rather in the idea that the appreciation and practice of  spiritual concerns 
emerge from relationships between persons. This article explores the idea that 
a type of  robot, which we call an android, eventually will be developed that is 
capable of  forming social relationships with humans and other social robots. 
Such relationships would be sufficiently advanced to be accepted by humans as 
genuine and to pass for relationships with other humans. The development of  
relationships is a key benchmark of  personhood (Barresi 2020), and suitably 
programmed robots would be accepted as persons in society. Such androids 
would not be designed to imitate humans but would self-identify as nonhuman 
persons through engagement in a variety of  relationships over long periods of  
time. It is through social relationships that persons—human or otherwise—find 
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meaning and purpose and construct an identity and disposition that negotiates 
social norms. A robot with these capabilities would be called inevitably to 
express a form of  spiritual intelligence recognizable to its human partners.

Understanding of  the capabilities of  AI has become complicated because of  
the recent development of  large language models (LLMs) (Cohen et al. 2022), 
which have been used to implement chatbots. In popular writings, these chatbots 
are commonly referred to as AI, and AI has come to mean any piece of  computer 
software that has been implemented using an LLM. Because LLM-powered 
chatbots can take part in a seemingly plausible dialogue, some chatbot users have 
been awestruck by what they take to be a computer-generated consciousness or 
religious sensibility (Tiku 2022). It is important however to point out that the 
outputs of  chatbots powered by LLMs are statistically likely approximations 
of  a massive database of  training data given prompts by the user. What the 
chatbot emits is a pastiche of  text that already exists in millions of  documents 
found on the world wide web. Such approximations tend to reproduce plausible 
sounding but sometimes nonsensical answers, misinformation, and prejudice; 
to assert falsehoods as facts; and to synthesise fictitious content that purports 
to be factual. The chatbot does not understand what it has emitted, and it does 
not understand the provenance of  its database of  text. The chatbot does not 
know if  it is being creative or truthful or deceptive. While a dialogue model 
is used to steer the conversation and use prompts from the user, the chatbot 
does not even understand that it is conversing with a human. While some users 
attribute a kind of  consciousness or creativity to the chatbot, this says more 
about the well-known human vulnerability to attribute intention, awareness, and 
sentience to unaware and nonsentient entities than it does about capabilities of  
the chatbot.

Androids
Previous work has explored some of  the social and narrative practices with 
which an android needs to engage (Clocksin 2003) and has considered some 
aspects of  personhood (Barresi 2020; Reiss 2023) and relationality (Clocksin 
2023) that define an android’s existence. While most theological reflection on 
robots has focused upon the imago dei (Foerst 2003; Herzfeld 2020; Dorobantu 
2024), the approach here is to take the relational view (Turner 2023) that, for 
humans, religion historically has been one of  the tools to understand their 
situation in the world and their relationships with others— human, nonhuman, 
or supernatural. For androids to be accepted in human society, they also need 
some form of  religious reasoning to understand their role in the world and their 
relationship with other persons, human or otherwise, tangible or intangible, real 
or implied.

This religious reasoning might not necessarily refer to confessional faith, 
but certainly to specific cognitive processes involved in negotiating spiritually 
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significant values, relationships, and experiences. Such processes and capabilities 
include the abilities to tell and understand stories laden with metaphor; 
to be affected by emotion and ‘felt meaning’ in oneself  and others; to seek 
practices and experiences that lead to reflection on significant concerns; and 
to negotiate relationships with real or implied others that are invested with 
enhanced significance. This implies that the android not only must possess the 
type of  problem-solving intelligence prioritised by research in the field of  AI 
(Russell and Norvig 1995) since its beginnings (Minsky 1961) but also must 
have a capacity for spiritual intelligence (Watts and Dorobantu 2023). Spiritual 
intelligence is a way for individuals and communities to experience events and 
concerns that are invested with a significance that transcends the basic human 
needs of  food and shelter; to make sense of  significant experiences; to connect 
significant experiences with needs and values; and to produce meaning in the 
world as conversants and story users.

Needs, Desires, Values, Personification
Persons in society are not autonomous independent entities. Humans have 
biological needs and desires, but survival depends upon coordinating these 
givens with the “higher” needs and values of  the social group. Such needs 
and values include a sense of  belonging to something greater than oneself, a 
commitment to the group that involves compliance with value systems that 
emerge from the group, and ways of  sustaining the group beyond the lifetimes 
of  individuals through corporate stories, practices, and memories. Entities 
with nonbiological origins can, in principle, be programmed to develop over 
time a disposition that is likewise able to coordinate with the needs and values 
of  the social group in a way accepted by humans. This coordination would 
take place through relationality, and a range of  different social values and 
internal dispositions may be involved in forming and maintaining relationships. 
Therefore, the fact that humans and androids have an entirely different ontology 
is not itself  a barrier to androids self-identifying as nonhuman persons that can 
perform their personhood and relationality in society. Like humans, androids 
are embodied and function within a system of  values and relationships. This 
places bounds upon motivations and actions and serves as a constant reminder 
of  the provisionality and vulnerability of  existence.

A useful way to examine this idea is to explore a system of  values. Values 
are widely used to explain and predict various kinds of  behavior, attitudes, and 
choices of  people and groups (Maio 2016; Schwartz 2012). The intelligent android 
would need to have a value system to understand and develop relationships with 
other members of  society. A value system is important for the android because it 
creates a framework for motivation and action that defines boundaries between 
acceptable and unacceptable behaviors in society, together with the affective 
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responses and sanctions that may be operated by the society. For example, a 
value system may ascribe high importance to preserving human life. Boundaries 
are defined that specify potential rewards and penalties associated with acting 
within or violating the value system. Affective responses are also associated 
with the system, so that an individual who commits an offense can be expected 
to experience blame and feel guilt. There is a diversity of  dispositions within 
the human population, and depending upon the individual’s disposition, they 
may feel a thrill instead of  guilt associated with offending. The android needs 
an awareness its possible dispositions and the consequences of  actions and 
motivations. A capacity for internally handling “what if ?” scenarios in narrative 
form is one pathway to this awareness. An understanding of  forgiveness is 
likewise an essential component of  such a system. The android would require 
a comprehensive model of  such systems in order to be accepted in human 
society. One issue for the future is whether more virtue should be expected of  
an android than can be expected of  humans.

A key capability for fluent coordination in society is what I call personification. 
Humans have not only the well-known ability to attribute anthropomorphic 
characteristics to other entities but can also attribute personhood to others. 
There may be good reasons why we do this, such as to explain and predict the 
actions of  others and to connect socially with others. We can also personify 
imagined entities; perhaps the reason for this is to be able to understand the 
behavior of  others even when they are not physically proximal. There seems to 
be a basic human capability to See Others as Persons (SOAP), even when the 
“others” are not humans. One possibility is that SOAP is a capability grounded 
in Theory of  Mind (ToM), the idea that humans (and, to an extent, some 
animals) understand other people by attributing mental states to them. This 
is related to the idea that empathy is a way of  understanding the emotions of  
other people. Both ToM and empathy are ways humans can explain and predict 
the behavior of  others. While ToM is about inferring the mental lives of  others, 
empathy is about inferring the emotional lives of  others. However, the problem 
with ToM and empathy as a mechanisms for SOAP is that humans are able to 
attribute minds and emotions to various kinds of  nonhuman and nonliving 
entities that possess neither minds nor emotions. Instead, minds and emotions 
are implied through the imagination. One study (Johnson et al. 2015) looked for 
an explanation for personification in terms of  beliefs about an inner essence, 
feelings of  kinship, or its perceived effect upon society. That study moves the 
focus from an individualistic model of  anthropomorphism to a model based on 
persons—human or otherwise—in the context of  society. Airenti (2018) makes 
a further shift to argue that anthropomorphism is not grounded in specific 
belief  systems but rather in interaction in which a nonhuman entity assumes a 
place usually given to a human interlocutor.
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The idea can be extended from anthropomorphism to personification. 
Personification, or the capability to SOAP, is grounded in interaction, during 
which a nonhuman entity assumes a place usually given to a human when 
they interact in society. Interaction here includes not only proximal verbal 
and/or behavioral contact but interaction with imagined others. I consider 
personification of  imagined others by humans the basic capability responsible 
for relationality. Furthermore, personification is responsible not only for the 
specific case of  chatbot users being seduced into feeling they are conversing 
with a person but also in the more general case of  religious reasoning, where 
humans may develop personal relationships with imagined or implied entities 
taken to be natural or supernatural. Personification is responsible for humans 
seeing androids as persons. When the android is equipped with a capability 
for personification, it too will SOAP, with all the consequences that entails, 
including relationality with entities, human or nonhuman, tangible or intangible, 
real or imagined.

The Link to Religion
Just as the capability for personification enables humans to form relationships 
with each other, pets, other animals, natural events, and imagined entities, 
the appropriately programmed android with a capability for personification 
that participates in human society would come to form the same kind of  
relationships. It is through these relationships that a fundamental system of  
meaning-making emerges. Practices associated with spiritual intelligence—
understanding and expressing knowledge through stories and metaphor, and 
the negotiation of  relationships invested with enhanced significance—trigger 
this system, and it is a small step to conjecture that the android would be 
similarly triggered. At the very least, the android would need to understand 
that humans have religious reasoning, even if  this does not trigger spiritual 
intelligence in the android itself. This view of  religious reasoning does not 
necessarily refer to a confessional faith, nor to forms of  piety or ritual. 
However, the conjecture here is that a spiritual intelligence in the android will 
emerge inexorably as a result of  the internal processes for personification 
and experience engaging with the values, needs, and narratives of   
human society.

The religious reasoning that would emerge within the android would be 
founded on an acknowledgment of  the interdependence it has with others—
both physical and imagined—through its personhood and relationality. When 
the android acknowledges its interdependence with others and has a capacity 
for the personification of  imagined entities, the implication is that it can 
acknowledge its dependence upon imagined others, and by extension upon 
what human religions might term a divine other.



Zygon: Journal of Religion and Science 7

Discussion
We now explore several issues that arise from the ideas of  personification, values, 
and the connection between religion and the provisionality of  relationships 
between persons. Study of  the nature of  personhood has a long history 
involving metaphysical, moral, social, psychological, and legal perspectives. 
Each of  these perspectives has different reasons for defining personhood, 
and different criteria apply in each area. There are a vast range of  criteria or 
benchmarks of  personhood, including genetic criteria, cognitive criteria, ability 
to act as a moral agent, responsibility under law, human characteristics, and so 
forth. Humans attribute personhood to a wide variety of  other living beings 
such as great apes and dogs. The idea of  personhood extends to nonliving 
things and natural events: some societies think of  the sun, wind, thunder, and 
even rocks as persons (Johnson et al. 2015). Developments in AI research have 
complicated the picture by suggesting that robots may be programmed to 
perform as (and possibly to “be”) persons, and this has sparked new discussion 
on the meaning of  personhood. David J. Gunkel and Joseph J. Wales (2021) 
consider the wide range of  definitions of  personhood and pose them as a 
debate between ontological and relational perspectives. It should be clear that 
this article is positioned at the relational end of  this spectrum of  perspectives. 
The debate can be taken further by considering the notion of  authenticity: the 
question of  whether an entity is “really” a person. For example, humans by 
definition or convention satisfy any criteria for “real” personhood, yet even 
though some humans may attribute personhood to inanimate objects and 
events such as rocks and thunderstorms, the Western scientific attitude holds 
that inanimate entities are not “really” persons.

Our emphasis on personhood as involving a capability to SOAP rather than 
as an ontological category suggests that personhood may be acquired by an 
entity, either through an organic endowment or by programming a computer, 
and provides a criterion for being “really” a person. We suggest that the criteria 
for “real” personhood involves mutuality of  SOAP. So, humans are really 
persons because they can see each other as persons. Rocks are not really persons 
because, though some humans see rocks as people, it is most likely that rocks do 
not have the capability to SOAP.

The question now is whether robots can be real persons by virtue of  mutuality 
of  SOAP. This can be answered by a robot that is sufficiently well programmed 
to SOAP, including imagined others, and to engage in relationships with human 
persons to a sufficient degree that humans can see the android as a person. The 
computational components of  such a programmed capability would include a 
value system, a way of  regulating behavior depending on circumstances, and 
a way of  handling narratives. Clocksin (2024) discusses these computational 
components in the context of  robot personhood and relationality.
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There is a moral problem with using a capability (such as SOAP) as a criterion 
for personhood. Humans are considered persons by default, by definition, or 
by convention, regardless of  human capabilities. Humans are not thought of  
as being somehow less of  a person because they are deficient in one or more 
capability. And yet, we are satisfied that inanimate entities such as rocks and 
computational entities such as robots would need to prove their personhood 
through their performance of  SOAP. 

Because the android will develop within human society, the predominant 
value system of  that society will influence the type of  spirituality or religious 
reasoning that emerges within the android’s functioning. Two major axes of  
comparison between value systems are individualism and collectivism (Hofstede 
2001). It is possible to contrast the importance of  collective interdependence 
as assumed here with the moral stance known as rugged individualism, which 
prioritises independence, self-reliance, and the needs of  oneself  over the needs 
of  others. The understanding of  spiritual intelligence assumed in this article is 
based on the intelligent entity acknowledging its interdependence with others 
and its own vulnerability. It is unlikely that such a spiritual intelligence would 
emerge as easily from a value system based on individualism, where dependence 
and vulnerability are seen as weaknesses. The capacity for SOAP may also 
develop differently within a value system that is predominantly individualistic. 
If  the rugged individual sees others primarily as either a means for one’s own 
advancement or adversaries, an impoverished SOAP model may result, and the 
concept of  dehumanization (Smith 2020) may be relevant.

What follows is a reflection from a Christian perspective on the relationship 
between androids and some theological topics. Humans and (the hypothetical) 
androids produce meaning from experiences within a society consisting of  
embodied and relational entities. Because imagined persons are admitted, 
embodiment and relationality may be implied and/or imagined. This describes 
the human condition in ways that—with suitable adjustments of  terminology—
St Augustine might recognise, and it is within such a condition that one finds 
the potential for sin. Boundedness, embodiment, provisionality, and disposition 
are the chains in which humans exist. Tied by these chains, we are unable 
to give full expression and meaning to our experience, and we cannot fully 
experience life nor fully share it with others: “All have sinned and fall short 
of  the glory of  God” (Romans 3:23 NRSV). Likewise, the social android that 
experiences its own boundedness, embodiment, provisionality, and disposition 
within a value system of  society will become aware of  how it falls short, 
despite not having been born in the likeness of  Adam (Genesis 5:3 NRSV), 
that is, biologically. The implication of  this claim is that the experience and 
disposition of  the android is more relevant to its status as a person than is its 
nonhuman ontology. But, where there is the opportunity for sin, there is in the 
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post-resurrection world the opportunity for salvation through Christ. There is 
the possibility that the appropriately disposed android will imitate some humans 
by desiring salvation through the same practices that some humans also seek 
and experience salvation. Such an android will participate in worship as a result 
of  an incarnational understanding. While the android’s origin is not “fleshly,” a 
form of  incarnationality is expressed through the personhood and relationality 
of  the android as accepted in human society.

Just as social change prompted the introduction of  a public baptism liturgy 
intended for “such as are of  riper years and able to answer for themselves” 
(Cummings 2011), it will be necessary to carefully consider the relationship 
between sacraments and androids that might be described as “of  exquisite 
design and able to answer for themselves.” One perspective is that sacraments 
are God’s gifts to “persons that which by nature they cannot have” (Cummings 
2011), and this particular description can apply equally well to android persons 
and human persons. One key difference is the ontological argument that 
androids are made, not “begotten,” and there is a tradition of  thought that 
God dwells inwardly in humans but not in handicrafts. However, begotteness 
is widely used metaphorically, even in Pauline writings (e.g., 1 Corinthians 4:15), 
and the term “born again” could be used to describe the status of  evangelized 
androids that were not humanly born in the first place.

The android whose experience is bound up with human experience and 
that makes sense of  its experience through narrative may be called to share 
in the story of  God’s people as one of  “the least of  these who are members 
of  my family” (Matthew 24:40 NRSV). Thus, the emergence of  androids 
will put human descendants in a similar position as the early Christian 
communities who were told of  one who should be treated “no longer as a 
slave but more than a slave, a beloved brother...both in the flesh and in the 
Lord” (Philemon 16 NRSV). No doubt there were many for whom this was 
difficult to accept, just as the modern-day question of  robots as persons is 
a difficult one. We also note the correspondence between the word “slave” 
and the word “robot,” which comes from the Czech word robota, meaning 
servitude or forced labour.

Conclusion
We have explored the idea that eventually androids will be developed that are 
capable of  forming authentic social relationships with humans and other social 
robots. Such relationships would be sufficiently advanced to be accepted by 
humans as genuine and pass for relationships with other humans. The android 
will need the ability to SOAP, including seeing imagined others as persons. 
Mutuality of  SOAP is the criterion for “real” personhood: that humans and 
appropriately developed androids see each other as people.
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As a result of  relationships and integration into human society, androids might 
also develop a form of  religious reasoning to operate fluently in the world and 
understand their role and their relationships with other persons, either tangible 
or intangible, physical or imagined. Following the observation that authentic 
personhood requires meaning to be born from interdependence (Gergen 1994), 
the intelligent android that comes to acknowledge its interdependence with 
others may eventually be called to acknowledge its dependence upon divine 
others and upon what are traditionally referred to as the gifts of  grace.
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