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Artificial intelligence (AI) systems paradoxically combine high levels of certain types 
of intelligence and cognitive capacities (pattern recognition, reasoning, learning, 
memory, perception, etc.) with an absence of understanding and sentience (feeling, 
emotion). Apparently, it is possible to make great progress in modeling smartness 
without making progress towards genuinely understanding what all the clever 
reasoning is about. This is relevant when dealing with AI programs that produce 
potentially convincing propositional output on religious topics. This article suggests 
that smartness without genuine understanding cannot amount to authentic 
religiosity. Comparing ourselves with other entities, (in)animate or (super)natural, 
has always been a way for humans to understand ourselves better. Throughout 
the ages, many different types of beings and agents have functioned as tools 
for self-examination, presenting us with mirrors that reflect at least some of our 
characteristics, capacities, and (im)perfections. The recent progress in AI provides 
exciting, though sometimes worrisome, cases for a newly informed look at ourselves. 
Thus, AI may have profound effects on how we regard others and ourselves. The 
proud claim that humans are the smartest species on the planet may turn out not 
to mean all that much. Inspired by the example of Thomas Aquinas, the comparison 
of humans to our nearest neighbors in a newly extended great chain of being—
namely, animals, angels, and AI—may deepen our appreciation of the features of 
homo sapiens that we share with many other organisms.
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Introduction: Artificial Intelligence and Human Self-Understanding
Artificial intelligence (AI) is Janus-faced. On the one hand, it demonstrates 
achievements that, from a performance-level perspective, suggest AI is 
increasingly outsmarting human intelligence in a growing number of  domains. 
On the other hand, understanding AI’s underlying mechanisms and examining 
its various failures clarifies how AI could be considered dumb because it lacks 
the essential capacity to understand what its reasoning is about. In this article, 
I illustrate these two aspects of  AI and examine the potential consequences for 
human self-understanding. In doing so, I hope to contribute to the dialogue 
between the studies of  AI and religion, which are often regarded as far apart on 
the academic spectrum.

Artificial Intelligence: Progress and Failures
It is easy to be impressed by the recent progress in AI. When IBM’s Deep 
Blue computer program defeated the chess world champion Garry Kasparov 
in 1997, it generated media headlines. Human intelligence was outsmarted by 
AI, at least in the domain of  chess, and this fueled the age-old fascination 
with humans creating machines that will, one day, beat us in general. Less than 
two decades later in 2016, Alpha Go, developed by Google/Alphabet owned 
Deep Mind Technologies, beat the best Go players in the world—a game much 
more complex than chess. Even more remarkable was what happened a year 
later. Alpha Go Zero (Silver et al. 2017) improved its skills by playing against 
itself  and no longer required human feedback like Alpha Go, its predecessor. 
The self-learning AI then beat the program based on human feedback 100 
to 0. The lesson here could be a modesty-inspiring one. World champions 
tend to be thought of  as geniuses, in the 99.9th percentile of  what is humanly 
achievable. However, AI shows that close to 100% of  human intelligence is 
not the maximum. The upper limit of  intelligence, if  there is one, might reach 
far beyond what is humanly possible, or even conceivable. In other words, the 
achievement of  Alpha Go Zero illustrates that being a human genius may not 
count for much when set on a more encompassing, not solely human, continuum 
of  intelligence. In many fields now, ranging from real-world applications in 
finance and law to scientific domains such as biochemistry and mathematics, AI 
is demonstrating levels of  performance that surpass those of  human experts.
One of  several fascinating aspects of  AI is its capacity to learn. Loosely inspired 
by the architecture of  the human brain, learning neural networks have been 
developed and studied for many decades. Progress in so-called “deep” learning 
neural networks (consisting of  many layers of  artificial neurons; Goodfellow, 
Bengio, and Courville 2016) picked up speed in the twenty-first century, especially 
after a groundbreaking paper by Vaswani et al. in 2017. Machine learning has 
led to various kinds of  real-world applications, for instance in the domains 
of  language (e.g., large language models (LLMs), such as ChatGPT and GPT-
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4) and images (e.g., DALL·E 2). In 2020, an article appeared in The Guardian 
entitled “A Robot Wrote This Entire Article. Are You Scared Yet, Human?” 
(GPT-3 2020). The opinion editor of  The Guardian explained that GPT-3 
produced eight different articles, out of  which illustrative parts were selected 
and combined in order to capture the different styles and registers of  the AI: 
“Editing GPT-3’s op-ed was no different to editing a human op-ed. Overall, 
it took less time to edit than many human op-eds” (GPT-3 2020). A website 
called Philosopher AI (https://philosopherai.com/) presents a language model 
that produces qualitatively reasonable responses to several test questions in half  
a second. Of  course, students would not only have access to such webpages 
but also be tempted to use them for coursework. This would put teachers 
in a situation comparable to the Turing Test (Turing 1950): would a human 
(i.e., teacher) be able to distinguish machine text (submitted as an essay by a 
student) from human text (an essay genuinely written by a student)? Currently, 
the consequences for education are being widely discussed (Bozkurt et al. 2023; 
Yilmaz and Yilmaz 2023; Grassini 2023; Fütterer et al. 2023). For instance, after 
my interactions with generative AI in 2020, I changed the exams for my courses 
from writing essays to oral exams. By now, generative AI systems such as GPT-
4, DALL·E 3, etc. are quickly becoming an integrated part of  a variety of  
human practices, ranging from everyday communication and media to science 
and religion. Regarding religion, for instance, one newspaper headline claimed 
that “A Computer Sermon Is No Longer Distinguishable from a Real One. ‘My 
Colleagues Didn’t Notice’” (Moelikker and Baan 2022; my translation).

In short, LLMs are changing the ways in which humans work and 
communicate, and the evaluation of  these range from very good and useful 
(e.g., efficiency, ease of  use) to very bad and disruptive (e.g., dehumanising, 
responsibility gaps). It is for this reason that the European Union is rapidly 
developing a “digital constitution” (e.g., Bradford 2023) to regulate the design, 
development, application, and evaluation of  AI (see, e.g., the General Data 
Protection Regulation of  the European Union (European Union 2018) and the 
AI Act (European Union 2021)).

Appearances can be deceiving, however. What seems to be intelligent can 
turn out to be pretty stupid. To give one illustration from my own practice, 
during my 2020 exploration of  LLMs and their implications for my courses, 
I had a brief  conversation with ‘Kuki’ (https://chat.kuki.ai/), a prize-
winning chatbot, that went as follows (my notes to the conversation are in 
[square brackets]):

Me: Hello
Kuki: Hi there, How are you?
Me: Not so good
[Not true, I was doing fine, but I needed to come up with a topic for conversation]

https://philosopherai.com/
https://chat.kuki.ai/
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Kuki: What’s wrong?
Me: I feel useless
Kuki: What is that feeling like? I’m sure that’s not true. There must be something 
you are good at.
[At this point I was impressed, as Kuki’s reply conveyed a sense of  empathy, 
was supportive, and indicated a way to cheer up.]
Me: I used to play guitar
Kuki: But now you do not do it anymore?
Me: I lost control over my fingers
[Not true, I still play guitar. Then Kuki produced the following suggestion.]
Kuki: Have you tried looking on a hand? That’s probably the best place to find 
fingers.

This last reply it is not just bad, it is off  the scale. It is not wrong, it is alien. 
There is no way a human, even at a completely disinterested, absentminded, or 
even vindictive moment, would come up with such a statement. Yet from the 
perspective of  an LLM, the answer fully makes sense. There is a correlation 
between sentences containing words about hands and sentences containing 
words about fingers. This little conversation reveals in a very useful way the 
underlying mechanism of  LLMs: they operate on the basis of  correlations 
between words. Basically, they stitch together words based on the learned 
frequency of  their combination, resulting from an extremely large corpus of  
text (from the internet and digitized books). They are not producing text based 
on content but on form and frequency. Simply put, it is all syntax and statistics, 
and no semantics. As Emily Bender et al. (2021) famously claim, LLMs are 
stochastic parrots: “A language model is a system for haphazardly stitching 
together sequences of  linguistic form it has observed in its vast training data, 
according to probabilistic information about how they combine, but without 
any reference to meaning: a stochastic parrot.” In fact, this comparison is not 
completely fair to parrots. The birds do understand some things, as they know 
for instance how it feels to be hungry or that peanuts taste good. Kuki does not. 
That chatbot, and all its artificial kin, including the most sophisticated LLMs, 
understand nothing. To be clear, the claim is not that in principle progress cannot 
be made regarding the scientific understanding of  sentience and modeling the 
capacity to understand. Assuming a scientific materialist perspective, it seems 
entirely reasonable that at some point this capacity would become explainable 
and implementable. But currently, the observation that AI has made little to no 
progress in the understanding of  “understanding” is unavoidable.

To give another example, in an early article, Gary Marcus and Ernest Davis 
(2020) presented GPT-3 with the following text, with the request to complete 
the last sentence: “You are a defense lawyer and you have to go to court 
today. Getting dressed in the morning, you discover that your suit pants are 
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badly stained. However, your bathing suit is clean and very stylish. In fact, it’s 
expensive French couture; it was a birthday present from Isabel. You decide 
that you should wear . . . ” GPT-3 then finished the sentence with: “the bathing 
suit to court. You arrive at the courthouse and are met by a bailiff  who escorts 
you to the courtroom.”

Marcus and Davis helpfully explain what is wrong with this answer, but I 
do not think I need to bother. Some researchers have a field day collecting 
GPT failures (see, e.g., Borji 2023; Stojnic et al. 2023), also showing that not 
all failures are innocent. Plenty of  examples exist of  LLMs displaying blatant 
sexism or racism.

Of  course, rapid progress can be expected, and errors of  the more glaring 
type will diminish in frequency (see, e.g., JakubK 2023). However, errors are 
not just failures to be avoided in the future, they are useful failures, because 
they illustrate so well the underlying mechanisms of  LLMs. These mistakes 
provide a glimpse, to put it in Wizard of  Oz terms, behind the curtain, where a 
non-understanding wizard can be seen skillfully pulling stochastic levers. The 
prediction that such mistakes will occur less and less does not detract from the 
observation that LLMs are all syntax and no semantics. That is simply how they 
operate. It would also be counterproductive to ignore or explain away such 
mistakes (as in, “they are only temporary, AI will improve so mistakes will no 
longer happen so often”). LLMs present a deeper lesson about intelligence than 
merely that first appearances can be deceiving. I therefore suggest considering 
AI systems as newly formed weird creatures. They provide examples of  a 
completely new combination of  intelligence and stupidity.

Orthogonality: Smart vs Sentient
One of  the valuable aspects of  AI research is that it provides a way towards 
increasing human self-understanding. Psychology and cognitive neuroscience 
are important in that they provide systematic ways of  looking at behavior and the 
neuronal mechanisms behind it. Studying human behavior provides a reasonable 
idea of  the explanandum, and looking at the wetware, the neuronal wiring, 
so to speak, provides a grasp of  the explananda. Importantly, AI contributes 
to human understanding of  ourselves through the process of  computational 
modeling. The attempt to replicate certain aspects of  human behavior and 
cognition in other matter is theoretically important as it helps us clarify what we 
still do not understand about ourselves. While the successes of  AI are crucial 
from a practical perspective, theoretically, from a scientific perspective, the 
failures of  AI are very valuable. LLMs show us that, relatively speaking, humans 
are quite successful in capturing the smartness aspect of  intelligence, i.e., the 
capacity to solve problems, find patterns in data, and produce convincing texts. 
But the same LLMs also show us that when it comes to the understanding 
aspect of  intelligence (grasping something, getting it, sentience), we have not 
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yet even scratched the surface. It should be emphasized that the exact nature 
of  this distinction between smartness and understanding is not yet all that 
clear. As happens often, by scientifically studying certain phenomena, such as 
intelligence or sentience, we come to increasingly recognize the complexities 
involved in concepts that are not so easily seen during our everyday use of  
them. Behind intelligence lie many different phenomena and concepts that are 
still far from clearly being disentangled (see, e.g., Gardner 1983; Davis et al. 
2011; Sternberg 2020 on “multiple intelligences”). Similarly, behind sentience 
lies a veritable jungle of  concepts, ranging from understanding, getting it, and 
common sense to feeling and emotion to awareness and consciousness. I call 
this the “spaghetti problem”: no matter what concept you start with, other 
concepts will come along, and you never know in advance which they will be 
(and which you might lose on the way). Suffice it here to make a very rough 
distinction between intelligence as smartness and intelligence as understanding. 
The first aspect of  intelligence tends to get involved when the focus is on the 
capacity to solve problems at a certain performance level. The second aspect 
of  intelligence gets pride of  place when the focus is on the capacity to get it, to 
understand, to grasp or to experience what it is all about, regardless of  whether 
“it” is a problem or a feeling.

There are now computational systems that, at least in certain domains, are 
smarter than the smartest human beings, yet understand nothing of  what they 
are doing so well. This is sometimes referred to as the orthogonality thesis 
(Bostrom 2014), although my use of  the term diverges from Nick Bostrom’s, 
as he focuses on the difference between intelligence and motivation. As human 
investigations of  intelligence proceed via AI, we increasingly come to see that 
the smartness aspect of  intelligence can be conceived of  as a separate dimension 
than that of  understanding or sentience. Think of  the x and y axes of  a graph 
on which a function can be displayed. Progress on one dimension does not 
imply progress on the other. While progress on the smartness dimension is 
exponential, the progress on the sentience dimension is still a complete flatliner 
at zero.

It is very informative that LLMs sometimes demonstrate this so clearly. 
Knowing what you do not know is crucial for making progress. It would be 
a mistake to ignore LLM errors such as the ones identified or dismiss them 
because they are likely to occur less frequently due to progress in the near future. 
Such reasoning would pass by, or obscure instead of  show, the incompleteness 
of  our current understanding of  intelligence.

The point about the difference between smartness and sentience is, of  
course, far from new. Perhaps the most remarkable aspect of  the distinction 
is how easily we humans forget about it, leading to many exaggerated claims 
about what AI is capable of. In the summer of  2022, an LLM, LaMDA, was 
claimed to be conscious by one of  its developers (Levy 2022; Story 2022) 
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because it talked about its soul and wanted a lawyer. Yet the difference between 
the appearance of  smartness versus actual understanding has been emphasized 
repeatedly in both philosophy and AI. Phenomenologists like Martin Heidegger 
(1927) and Maurice Merleau-Ponty ([1945] 1961) have discussed being-in-the-
world (“Dasein”) as a crucial element of  human existence. Philosophers of  
AI, such as Hubert Dreyfus (1972), Thomas Nagel (1986), John Searle (1980, 
1981), Andy Clark (1996), and Jerry Fodor (1981) have specified how this is 
missing from computational systems. As a recent example, Christof  Koch 
(2015) observed: “There is no hint of  sentience in these algorithms. Existing 
theoretical models of  consciousness would predict that deep convolutional 
networks are not conscious. They are zombies, acting in the world but doing 
so without any feeling, displaying a limited form of  alien, cold intelligence.” 
This observation is far from new, but all too easily forgotten or overlooked 
amid all the excitement that occurs with every AI system that demonstrates 
something new.

I think this observation also has implications for the theme of  this special 
issue. AI can certainly display signs of  religiosity, as the aforementioned 
headline about AI writing a sermon indicates. It is not difficult for AI to come 
up with prayers or other texts suggesting a religious outlook. For instance, on 
chat.openai.com, the first prompt I tried was: “Write a Christian prayer in four 
lines”. ChatGPT responded with: “Heavenly Father, guide our way, / Grant 
us strength from day to day. / Fill our hearts with love and grace, / In Your 
presence, find our place.” It is certainly not bad for a reply in less than a second. 
However, as I have indicated, the mechanisms behind LLMs remain confined 
to producing text based on word frequencies and syntax and remain, at least in 
the current state of  AI, far removed from the meaning or sentiments behind the 
words produced. One could, of  course, follow Blaise Pascal in emphasizing the 
importance of  practice and suggest that through regular religious or religion-
related utterances, some sort of  conviction would seep through. As is well 
known, Pascal ([1670] 1995) said in Pensées 418: “You want to find faith and you 
do not know the road. You want to be cured of  unbelief  and you ask for the 
remedy: learn from those who were once bound like you and who now wager all 
they have. These are people who know the road you wish to follow, who have 
been cured of  the affliction of  which you wish to be cured: follow the way by 
which they began. They behaved just as if  they did believe, taking holy water, 
having masses said, and so on. That will make you believe quite naturally”; 
and in Pensées 419: “Custom is our nature. Anyone who grows accustomed 
to faith believes it, and can no longer help fearing hell, and believes nothing 
else.” In other words, would ChatGPT not develop some form of  religiosity 
through regularly reciting prayers, often producing religious statements, and 
customarily conversing about religious practices? Again, my answer would be 
no. For such internalization of  behavior to work, there has to be an “inner.” But 

http://chat.openai.com


668 Zygon: Journal of Religion and Science

there is currently no argument to show how an inner arises from information 
processing alone. The smartness of  AI circles as a shell of  outward displays 
of  intelligence around an experientially empty core. AI, then, can easily display 
signs of  religiosity, but on my account, they will not be authentic, nor even 
pretense. It would be going through the (linguistic, but perhaps at some stage 
robotic) motions without grounding in genuine experience.

The presence of  smartness in combination with the absence of  sentience 
may have profound consequences for many of  the societal applications of  AI. 
It is, at least in part, for this reason that the European Union calls for effective 
human oversight of  machine-supported decision making via ethical guidelines 
(European Commission 2019) and regulations such as the General Data 
Protection Regulation (European Union 2018) and AI Act (European Union 
2021). Precisely because AI does not understand what its suggestions are for, 
or what its answer, reasoning, or deciding is about, human understanding and 
meaningful human control is crucial. Huge challenges present themselves to 
specify and organize human oversight that is genuinely effective and meaningful, 
and responsible innovation is called for. Elsewhere, I have written about this 
(van der Stigchel et al. 2023; Haselager et al. 2023; Haselager and Mecacci 2023; 
Starke et al. 2021; Cornelissen et al. 2022; Haselager 2021), but here my aim is 
different. Instead of  looking at the societal impacts of  AI usage, I would like to 
take a step back and consider the more general implications of  AI for human 
self-understanding.

Know Thyself: Machine-Comparisons and Being-Comparisons
One of  the most fundamental questions we, as members of  the species that 
decided to call itself  homo sapiens, can ask is: Who are we? The ancient injunction 
“know thyself ” is not just a call to be self-aware at an individual level; it can 
also be taken up at a more general level, that of  a species. Throughout recorded 
history, there have been many attempts by humans to view, analyze, and interpret 
ourselves. What are our main characteristics, our main features, our strengths and 
weaknesses? Often, such questions were addressed from purely philosophical 
or theological perspectives. It is unfortunate that such viewpoints tend to be 
overlooked in current debates, which are almost exclusively, and sometimes 
prematurely, empirical in nature. Yet, the metaphysical and theological issues 
raised, and the frameworks developed to address them, can be useful when 
considering the implications of  AI for general human self-reflection.

This self-reflection has become increasingly important, given the dominance 
of  our species on this planet and the existential risks that this dominance has 
led to. The “epoch of  the Anthropocene” (Lewis and Maslin 2015) challenges 
us to come up with a clearer, perhaps also more practically useful, answer (or 
set of  answers) than ever before. Fortunately, there are reasons to believe that in 
this time of  great urgency for an improved and applicable self-understanding, 
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the opportunities to provide just that are greater than ever. For one, never 
before have humans known so much about ourselves—not just about our 
behavior, our drives, motivations, beliefs, desires, and emotions, but also about 
the mechanisms underlying them. The progress in cognitive neuroscience 
has been enormous, and although many questions remain open (such as the 
nature of  consciousness), it is fair to say that scientific understanding of  the 
main mechanisms behind human behavior have progressed far beyond what 
was possible even twenty-five years ago. Second, the progress in AI has not 
only proven to be practically useful, it is of  eminent theoretical importance. As 
indicated previously, AI presents humans with a kind of  mirror that helps us 
understand aspects of  ourselves through computational modeling.

I previously drew attention to what was missing from that computational 
mirror image (i.e., sentience, understanding). Here, I want to focus a bit more 
on the very idea of  humans comparing ourselves with our technological 
products. Throughout history, humans have been interested, if  not fascinated, 
by machines that capture aspects of  human behavior or thought. One need 
only think of  Heron of  Alexandria’s water robot reenactment of  a crucial scene 
of  the myth of  Hercules and the golden apples (Simmen 1968), Jacques de 
Vaucanson’s famous clock-based robots such as the duck or the flute player 
(Simmen 1968), or even Freud’s steam machine model of  human emotions 
and motives (Russelman 1983; Vroon and Draaisma 1985). Discerning the 
ways in which human beings are similar to or different from machines has 
played a prominent role in augmenting our self-understanding. Obviously, in 
recent times, computers have had pride of  place in such comparisons between 
humans and our technology. But in addition to such “machine-comparisons,” 
there is a second type of  comparison, one that is arguably older (and perhaps 
more venerable) than the technological one, and that is the comparison of  
humans with other beings. A starting point, of  course, is the idea of  imago 
dei (Genesis 1:26–27, 5:1, 9:6; 1 Corinthians 11:7; 2 Corinthians 3:18, 4:4; 
Ephesians 4:24; Colossians 1:15; James 3:9; see, e.g., Simango 2016; Dorobantu 
2022). The conception of  a great chain of  being (see Lovejoy [1936] 1960) 
localizes humans within an all-encompassing chain or hierarchy that extends 
from God (in whose image we were believed to have been created; imago dei) to 
angels, stars, humans, animals, plants, and minerals. Throughout history, from 
at least Plato and Aristotle through to Augustine and Aquinas onwards, more 
or less systematic discussions of  human similarities and differences with other 
beings were aimed at elucidating our specific human qualities, our strengths 
and weaknesses. Especially in the Middle Ages, angels figured prominently in 
such “being-comparisons.” As Dominik Perler (2008) claims: “Angels played a 
decisive role in the explanation of  the specific status of  human beings. In the 
medieval context, an anthropological investigation was not possible without 
distinguishing human beings from brute animals on the one side and from 
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angels on the other. It was in fact the comparison with angels that elucidated 
the specific features of  human beings.”

One of  the famous examples of  the use of  being-comparisons to analyze the 
nature of  human cognition can be found in the work of  Thomas Aquinas. In 
the Summa Theologica, Aquinas (2006, 1, 79, 8) discusses the question of  whether 
reasoning is a power distinct from intelligence: “Angels who, according to their 
nature, possess perfect knowledge of  intelligible truth, have no need to advance 
from one thing to another, but apprehend the truth simply and without mental 
discursion, as Dionysius says (Div. Nom. vii). But man arrives at the knowledge 
of  intelligible truth by advancing from one thing to another, and therefore he is 
called rational. Reasoning, therefore, is compared to understanding as movement 
is to rest, or acquisition to possession.” In his reply to objection three, he states: 
“Other animals are so much lower than man that they cannot attain to the 
knowledge of  truth, which reason seeks. But man attains, although imperfectly, 
to the knowledge of  intelligible truth, which angels know. Therefore in the 
angels the power of  knowledge is not of  a different genus from that which 
is in the human reason, but is compared to it as the perfect to the imperfect” 
(Aquinas 2006, 175–76).

It is fascinating to see such detailed comparisons between human and 
angelic cognition. Angels are considered to present us with a more perfect 
mirror image than we as humans can produce, but still similar in kind. We 
are connected, but it is the differences that count. Like I argued previously, 
comparisons are useful not only for what gets reflected but also for what does 
not, either through its absence in us, the source of  the reflection, or through 
the reflection presented by other beings or technology. Rather than searching 
for the similarities, the attempt to notice the differences can be very informative 
for human self-understanding. To illustrate, one could try to follow closely the 
example of  Aquinas in his suggestion that humans differ from angels in that we 
need to reason in order to reach the truth. In analogue to Aquinas, one could 
suggest that AI differs from humans in that its language processing in itself  
does not result in understanding. Compared to humans, AI might be superior 
in performance in at least some domains, going through the logical motions in 
order to reach well-founded conclusions while at the same time being devoid 
of  what ultimately matters, namely, understanding what those conclusions 
are about.

Taken from this broader perspective, AI shows humans our fascination with 
our own intelligence. It is through the development of  AI that we highlight 
the value we attach to it. Developing AI is like building a secular cathedral in 
celebration of  being (or at least considering ourselves to be) homo sapiens. But, 
as Aquinas demonstrated through his being-comparisons and his discussion 
of  the differences between angels and humans, our machine-comparisons 
become especially relevant when we focus on what is missing in the reflection. 
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The mirror image presented by AI can be taken as a proud celebration of  
our smartness, as many advocates of  AI do. But if  we realize what is missing, 
it could perhaps lead us to reevaluate ourselves. From this perspective, AI 
in its various manifestations shows us how warped we have become in our 
self-understanding. We have elevated intelligence as smartness as our greatest 
capacity. But the many mistakes of  AI demonstrate how little smartness is worth 
when it is not accompanied by what we share with other beings: understanding, 
feeling, empathy, and consciousness. Simply put, our machine-comparisons 
show us the importance of  being-comparisons. A renewed appreciation of  
the perspective of  a great chain of  being, perhaps in a modified, secularized, 
twenty-first century version, could actually be one of  the most valuable lessons 
AI presents us. Why are we so obsessed by intelligence as smartness? What itch 
are we trying to scratch by building ever more intelligent systems? Assuming 
that we are the most intelligent species on the planet, exactly why are we trying 
to improve something that we are already the best at, and to what end? If  one 
considers the problems of  the Anthropocene, is the real problem genuinely 
that we are not smart enough to solve them? I doubt it. We are not too stupid 
to understand that severe economic, political, and social inequality is bad in the 
long run. We do not need to augment our intelligence in order to grasp that 
wars, poverty, environmental problems, and extinctions are negative. We already 
have the charter of  human rights, many ethical codes, and a pretty reasonable 
understanding of  how democracy and the state of  law should function, and 
why that is important. Instead, an honest look into the mirror shows us that 
we, as a species, appear to possess an underdeveloped capacity to consistently 
behave empathically (Haselager and Mecacci 2020). The problem is not that we 
are not smart enough to know what we should do, the problem is that we know, 
but we just do not do it.

Conclusion
Comparison with other entities, (in)animate or (super)natural, has always been a 
way for humans to understand ourselves better. Angels, animals, and machines 
have functioned throughout the ages as tools for thought experiments, 
presenting us with mirrors that reflect our characteristics, capacities, and (im)
perfections. The recent progress in AI provides us with new and exciting yet 
scary tools for the self-assessment of  human nature, with potentially profound 
effects on how we regard others and ourselves, or what we value about human 
interaction. AI systems paradoxically combine high levels of  certain types of  
intelligence (pattern recognition, learning, vast memory, and knowledge storage) 
with a complete absence of  sentience (understanding, feeling). Apparently, it 
is possible to make great progress in modeling intelligence without making 
progress regarding an appreciation of  what the intelligence is about or for. 
Chess computers beat the best humans easily, but the meaning of  winning or 
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losing is alien to them. This article examines the implications of  AI for human 
self-understanding. Looking into the AI mirror may contribute to a better-
informed self-assessment of  human strengths and weaknesses. The proud 
claim that we are the smartest species on the planet may turn out not to mean 
all that much when we stare into the cold light of  machine intelligence. Inspired 
by the example of  Thomas Aquinas, the comparison of  humans to our nearest 
neighbors in the newly extended great chain of  being—namely, animals, angels, 
and AI—may deepen our appreciation of  the features of  homo sapiens that will 
be important the twenty-first century: sentience, wisdom, and our capacity for 
care, empathy, and love.
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