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Abstract. Language and information processes are critical issues 
in scientific controversies regarding the qualities that epitomize 
humanness. Whereas some theorists claim human mental unique- 
ness with re ard to language, others point to successes in teaching 
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PREFACE FOR ZYGON READERS 

Discussions of the relationship between biology and human values have 
a tendency to take place against a dualistic background, even if only in 
the form of disclaimers. In our scramble to scrap this vestige of a pre- 
scientific philosophy, however, we seem far too eager to see it disappear 
by being explained away and too reticent to address the phenomena that 
suggested it in the first place. Descartes was not introducing a novel 
worldview but attempting to base an ancient bit of common sense rigor- 
ously in a logical foundation. That commonsense view, implicit in every- 
day speech, expressed in belief systems, and woven into children’s stories 
in societies around the world extending long into the hidden past, is that 
human beings originate and take responsibility for their information 
processes and behaviors in ways that appear to be absent in other species. 

For Descartes, the dichotomy between mind and mechanism was 
intimately bound up with the distinction between humans and animals. 
Along with a perfunctory disavowal of Cartesian dualism at the begin- 
ning of most modern treatments of mind and brain functions, there is 
often an implicit denial of the animal-human dichotomy as well. For 
most, the difference is seen merely as a matter of degree. In a phyloge- 
netic sense and even a neurological sense this is indeed accurate. Neuro- 
biologists demonstrate extensive similarities between animal and human 
brains and their components, and geneticists emphasize that we are part 
of a phylogenetic continuum, sharing 99 percent DNA sequence similar- 
ity with our nearest ape relatives, the chimpanzees. Claims for human 
uniqueness cast in subtle more-or-less terms appear to contradict the 
categorical distinction implicit in the Cartesian view. This, however, 
must be contrasted with linguists’ claims of human mental uniqueness 
with respect to language. Here we find many prominent theorists sug- 
gesting that the crucial difference is the possession of a unique neural 
structure conferring language abilities on humans alone. The presence or 
absence of this language device in the brain would presumably be the 
qualifying factor distinguishing human from nonhuman minds. In sum- 
mary, we are offered either the denial of a categorical difference or the 
claim that it can be reduced to algorithms in a yet-to-be-identified black 
box. I must agree with the philosopher John Searle’s critical reflection on 
these trends, that all do a better job of avoiding the question of the 
mind-brain relationship than answering it. Neither claim offers any 
foundations upon which to build a theory of human values. So despite 
the fact that nowadays we are convinced that brains produce minds and 
that animals also have mental lives of some sort, and that the Cartesian 
dualistic account is therefore in error, there is little agreement about 
what part is the baby to be retained and what part is the bathwater to be 
discarded. 
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I deal here with the problem of the origins of language. This question 
might seem to be a very poor place to look for clues to the mystery of 
the mind-brain relationship, fraught as it is with an unpreserved prehis- 
tory, centuries of speculations that have led nowhere, and many persist- 
ent confusions about the nature of language and linguistic knowledge. 
This problem ought to be the last place to turn for insights. These are 
important caveats to keep in mind, but there is one very good reason to 
think that this is an ideal place to look for clues to the mind-brain 
puzzle. Language is an evolutionary anomaly-and a big one at that. 
Such an elaborate one-of-a-kind cognitive-behavioral adaptation must 
have left a significant imprint on human brain design. Indeed, I argue 
that language is responsible for the major global changes in human brain 
structure (described here) that have evolved over the last 2 million years. 
With such a major restructuring of the brain producing a correlated 
major restructuring of function, we are offered one of nature’s most 
blatant hints. We just need to ask the right questions first. 

Without giving away the plot of my analysis, let me instead focus on 
one major conclusion and the implications that make it a relevant issue 
for readers of Zygoon. I believe that human brains evolved a means to 
overcome the nearly insurmountable difficulties involved in learning to 
recognize symbolic reference; in other words, the ability to refer to 
things abstractly, by means of semantic as opposed to merely phenom- 
enological associations. I argue that although there was no categorical 
biological change, no hopeful monster mutation or miraculous neural 
black box responsible for this shift in ability-only a quantitative rear- 
rangement of parts-the functional semiotic change is categorical. It 
opens up a whole new universe of representational possibilities and cre- 
ates a kind of virtual reference tool that recodes experiences and reorgan- 
izes mnemonic processes from the top down, so to speak. Whatever else 
we might want to claim about the nature of consciousness, what we 
mean by it has to do with the way the world is represented to subjective 
experience. All must agree, then, that a radical change in the mode of 
mental representation, from iconic and indexical to symbolic 
representation, must inevitably constitute a change in the mode of 
consciousness. 

We are conscious of the possibility that there was a Big Bang that 
created the known universe, we are painfully conscious of our impend- 
ing end of life, we are conscious of our confusion over the nature of the 
infinite, and most important, we are conscious of others who are con- 
scious of us. A world of virtual reference is the world in which we 
discover other minds, because the ground of symbolic reference is funda- 
mentally social and interindividual. We are able to take another’s per- 
spective in this virtual world and know something of the consequences 
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of our actions on others. We experience a sort of empathy available to no 
other creature, a virtual empathy, with representations of emotions that 
can be experienced overlaid with our own emotions simultaneously, and 
which can have substantial impact on them. This empathy is the basis 
for our most noble acts of self-sacrifice and caring, but it is also the basis 
for our most detestable and revulsive acts of terrifylng and torturing. We 
intuitively do not hold our cats morally responsible for their playful 
torture of innocent birds and mice, nor even chimpanzees for dismem- 
bering captured monkeys alive as they devour them, but we dare not 
allow the perpetrators of unspeakable acts of genocide and mass murder 
to go unaccountable for their actions, even if they pulled no trigger. This 
representational ability, with all its powers, is what was in the proverbial 
apple that got us kicked out of the garden in the first place! 

But we also take responsibility and authorship for our own actions 
with the aid of symbolization, because only by means of symbolic refer- 
ence are we able to be at the same time above and within our own 
mental processes. We possess a form of agency, unavailable to other 
species, that is enabled by the representational distance that symboliza- 
tion provides. The I that I identifl with is often pitted against the I that 
emerges from my biology moment by moment, emerging from neither 
social nor biological causes, but from the self-organizing dynamic of an 
internal symbolic dialogue. This representational ability, this conscious- 
ness of a whole new world of abstractions, this intersubjectivity, this 
ability to run our lives based on counterfactuals, paradoxes, and outright 
fantasies, this sort of self, all came into the world in the last 2 million 
years as a result of subtle incremental changes in biology. As Einstein 
quipped, the most miraculous thing about the universe is its under- 
standability. We may still be far from an understanding of the basis of 
consciousness, but I think we are close to understanding how and why 
our consciousness may differ from that of other species. And in many 
ways this may be the most important aspect of the mystery. 

INTRODUCTION 

Among the vast multitude of animal species, languagelike communica- 
tion is the anomaly, not the rule. It’s not just unusual or rare, it’s essen- 
tially nonexistent except in one peculiar species: Homo sapiens. And I am 
not confining my definition of language to verbal communication or 
communication systems with exactly the grammatical structure that can 
be found in all human languages. I mean language in a generic sense: a 
mode of communication based upon symbolic reference and involving 
combinatorial rules that comprise a system for representing synthetic 
logical relationships among symbols. Under this definition, sign lan- 
guages, mathematics, musical scores, and many rule-governed games 
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might qualify as languagelike, but not bird songs, vervet monkey alarm 
calls, honeybee dances, or humpback whale songs (some animal commu- 
nicative behaviors often cited as languagelike), because these nonhuman 
activities lack both symbolic and combinatorial function, though they 
resemble language in certain superficial features. No more than a minute 
vocabulary of meaningful units and two or three combinatorial rules are 
necessary to fulfill these criteria. A childlike five-or-ten-word vocabulary 
and a grammar as simple as toddlers’ two-word combinations would 
suffice. And yet even under these loosened criteria, no other species on 
earth has evolved any form of communication that even remotely quali- 
fies. This is an important and little appreciated paradox, because it 
indicates that the complexity of language (e.g., the numbers of words 
and interdependent rules of grammar) is not the issue. Why are there no 
simple languages in the rest of the animal kingdom? 

It is also not just a case of language not evolving in other species 
because of a lack of need. There is a fundamental difference in the 
potential for language. Thousands of years of living with domesticated 
animals and immersing them in human environments has not produced 
any well-documented cases of pets who understand what is said, except 
in a very superficial (“rote learning) sense. In addition, three decades of 
intensive efforts to teach language to apes (and more recently sea lions, 
dolphins, and a parrot) have shown that it takes almost heroic efforts 
and a careful choice of subjects and tasks to produce a modicum of 
symbolic understanding. Even these abilities are far more limited and 
ambiguous than first thought. At present, there is still considerable le- 
gitimate debate over the significance of the bits of languagelike behavior 
taught to nonhuman animals, and although I take a charitable view of 
many of these claims, and I do not doubt that given sufficient external 
support, a number of species might be able to develop some level of 
symbolic capacity, it is clear that spontaneous abilities to learn symbolic 
communication beyond rote-level associations (and thus not symbolic) 
are extremely limited outside our species. 

Why did language evolve only once? Why is even a vastly simplified 
language so difficult for nonhuman species to acquire, whereas even an 
immensely complicated language appears easy for humans to acquire? I 
think we tend to gloss over the counterintuitive nature of these ques- 
tions. Other species are capable of remarkably complex learning and 
cognitive analysis. Why can they not learn a very simplified language 
system? This apparent paradox strikes at the heart of what is generally 
the commonsense notion of the human-nonhuman difference: the as- 
sumption that it is the complexity of language that matters. This tacit 
belief is implicit in the two most common answers to these questions: 
(1) Humans have larger brains and are therefore smarter than other 
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species, and this makes them capable of using this much more complex 
form of communication. (2) Humans possess innate grammatical knowl- 
edge embodied in some unique human brain structure, and this makes 
learning the otherwise unlearnably complex rules of grammar and syntax 
largely unnecessary. 

I have argued elsewhere that neither of these explanations offers any- 
thing more than a restatement of the question (Deacon 1992). On the 
one hand, to argue that language requires more intelligence merely re- 
states the fact that other species are not capable of learning language 
because of some unspecified cognitive limitation. It ignores both the 
peculiarity of many features of language and the multiple dimensions of 
cognitive processes that might be differentially involved in language 
abilities as compared to other cognitive processes. On the other hand, to 
argue that language can be explained only by postulating some uniquely 
human brain structure with a set of rules capable of specifying any 
language merely passes the buck to some hypothetical black box wherein 
the answer to all questions about language structure and human lan- 
guage abilities can be found. But there is a more serious criticism of 
these answers. 

The force of both arguments is undermined when we stop trying to 
explain complicated modern languages and instead ask why simple lan- 
guages do not occur in other species. If only a dozen or more words and 
a couple of grammatical rules were involved, a vast learning ability 
would be unnecessary; and if the rules for the grammar were not so 
many and so intricately interdependent, they would no longer seem 
unlearnable, making an innate universal grammar irrelevant. Both argu- 
ments address a question that has little to do with language origins and 
the core human-nonhuman difference. Language processing must place 
some unusually intense demands on neural computations that are not 
well supported in nonhuman brains, otherwise there would be many 
other species with languages. However, which neural computations are 
these, if they do not involve complex grammar or vocabulary? 

A SIMPLE WORKING HYPOTHESIS: HUMAN BRAINS ARE 
ADAPTED TO LANGUAGE 

Language is not just some superficial part of human thinking. We are 
not just apes that have dabbled with some special communication trick. 
Language is totally integrated into every aspect of human mental func- 
tioning. We are linguistic savants, lightning calculators of semantic and 
syntactic arithmetic, and although people differ in linguistic abilities, it 
is a remarkable fact that only the most severely brain-damaged children 
fail to develop spontaneously some level of language competence. This 
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rare and anomalous cognitive ability is thus one of the most robust and 
irrepressible characteristics of our species. This is hardly the mark of an 
evolutionary afterthought, of a function that arose secondary to general 
intelligence or tool use. And it shows none of the awkwardness, inflexi- 
bility, inefficiency, stereotypicality, or mismatch with other social and 
cognitive functions that might be expected of an ability that arose by 
accident, without honing from natural selection. The most obvious in- 
terpretation of these facts is that the human brain evolved with respect 
to language, not independent of it, and did not develop language abili- 
ties as secondary spin-offs of some other adaptation. 

I suggest that the anatomical changes that make language so nearly 
effortless for modern humans arose as adaptations to 2 million years of 
cognitive demands imposed by languagelike communication. This does 
not require that modern language per se predated the changes in brain 
structure that facilitate it, only that some languagelike system of com- 
municating was present throughout the major period of hominid brain 
evolution: that the human brain and language coevolved. The brains of 
transitional australopithecines and early hominines would have been no 
better suited to meet language demands than are the best nonhuman 
brains today. But if forced, generation upon generation, to accomplish a 
nearly impossible cognitive task, natural selection would have inevitably 
played a role to ease the burden and decrease the probability of failing. 

Early forms of languagelike communication would have recruited 
brain structures that evolved previously for other functions. Their over- 
lap with these novel cognitive tasks would have been incidental, but all 
other brain structures would have been even less well suited. But ulti- 
mately those brain structures most impacted by these new computa- 
tional burdens would be subject to the most intense effects of natural 
selection. This is an important hint. The effects of this adaptational 
process ought to have produced some of the most marked deviations of 
human brain structure from what is found in a typical primate brain. 
Reversing this logic: We would predict that those brain structures that 
are most deviant in human brains offer the best indices of the peculiari- 
ties of language-processing demands. 

ONTOGENETIC CONSTRAINTS ON HUMAN BRAIN EVOLUTION 

The most salient comparative feature of the human brain is its compara- 
tively large size. The majority of claims about what is different about the 
human brain focus on this one trait. Although the change in size of the 
human brain must be a prominent component of any theory of human 
brain evolution, it is not necessarily the case that brain size, itself, is the 
trait that needs to be explained. Large human brain size almost certainly 
is not a simple trait with simple consequences (e.g., increased 
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intelligence), though many theories tacitly assume it is. Bigger brains are 
not just bigger, they are inevitably different. 

Although it might seem a simple matter to assess the anatomical 
differences between human and nonhuman brains, it is far from a trivial 
project. The large size of the human brain makes comparisons with other 
species’ brains problematic. Larger brains have different proportions 
among their parts than do smaller brains, so determining which of the 
myriad differences between brains are significant requires more than 
directly comparing structures, measurements, or lists of connections. 
The key to this problem is that the relative sizes of different brain 
structures are highly correlated. This pattern of correlated size changes is 
not surprising, given the systemic interconnectedness of different brain 
regions and the variety of ways that developing brains dynamically 
match cell populations and connection patterns in interdependent struc- 
tures. Though comparative anatomists have labored for a century to 
produce data on surfaces, volumes, and neuronal population counts for 
the various brain structures in humans and other primates, only recently 
have we begun to understand the details of the embryonic mechanisms 
that determine these structural differences. 

Remarkably, one can predict the size of most large forebrain structures 
in primate brains on the basis of brain size alone. But in the case of the 
human brain, this predictability breaks down in complex and interesting 
ways. Within each major “organ” of the brain, such as the cerebral cortex 
or thalamus, there are numerous structural and functional subdivisions. 
Many of these cortical areas, nuclei, and subdivisions diverge from pri- 
mate predictions to varying degrees. This has given anatomists the im- 
pression that individual brain structures can grow and evolve in a 
piecemeal mosaic fashion. Many researchers have consequently theorized 
about independent adaptational functions for each of these apparent 
differences. But are these independent changes, or are many or all of 
these deviations superficial expressions of some more global underlying 
cause? We can begin to distinguish between these possibilities by analyz- 
ing the developmental mechanisms that are most likely to affect them. 

Although quantitative data comparing the growth of embryonic 
structures in human and nonhuman primate brains are unavailable, one 
can gain a fair picture of the human deviations by comparing adult brain 
structures in groups that correspond to the major embryological growth 
fields. During development, the sizes of brain structures are determined 
hierarchically as the brain differentiates from major structural compo- 
nents into progressively smaller subdivisions. Extrapolating back from 
structural components that correspond to some of the earliest structural 
divisions to be formed, some large-scale patterns can be discerned. There 
appear to be two broad moieties of embryonic brairi regions in humans 
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that are out of proportion with respect to each other. The cerebral and 
cerebellar cortices as well as the tectum apparently are larger than would 
be expected compared with most remaining brain structures, including 
the diencephalon, basal ganglia, brain stem, and spinal cord, along with 
many other structures. However, within either of these two groupings of 
structures, the components seem well proportioned with respect to each 
other (Deacon 1984; 1988). In general, the enlarged structures are all 
cortical-like surface structures located roughly on the anterior dorsal 
surface of the brain, and the comparatively smaller structures are all 
nuclear structures located ventrally and in the interior of the brain. The 
different structures that scale according to the same pattern are not 
associated by common connectivity or by common function, and repre- 
sent all levels of the brain and nearly the entire range of sensorimotor 
modalities. They are, however, associated by position and by similarities 
of their laminated cell architectures. 

What, then, are the causes of this unprecedented break in the typical 
primate growth allometry of these early-appearing brain regions? The 
mechanisms determining numbers of cell divisions, and thus target cell 
numbers, are as yet unknown. There are, however, some clues of a 
correlational nature. The comparatively enlarged and nonenlarged struc- 
tures within the human brain divide roughly along suggestive embryonic 
lines. The embryonic neural tube is initially divided into dorsal and 
ventral halves by a tiny sulcus along each side of its interior wall, the 
sulcus limitans. This marks a developmental boundary that is respected 
by generative events all along the neuraxis. The three major divisions of 
the brain that are comparatively enlarged in humans are located on the 
dorsal anterior surface of the neural tube above this dorsal-ventral divid- 
ing line. The nonenlarged structures derive from the ventral half. 

Recently, breakthroughs in developmental genetics have provided fur- 
ther clues to the significance of this pattern. Using in situ hybridization 
to discover when and where in the embryonic body selected genes are 
activated, it has become possible to map the sequence of genetic events 
that initially establish many of the major divisions of brain structures. 
Those that appear to play the crucial roles in initially partitioning the 
relatively undifferentiated neural tube into major brain regions produce 
proteins that bind to DNA and probably serve to regulate expression for 
suites of other genes. These “homeotic” genes, named for the whole- 
body segment modifications that often result from mutations affecting 
them, are highly conserved in all animals and are the initial determinants 
of cell lineage groups and cell fates. The expression domains of these 
homeotic genes appear to be essential for specifying the extent of pro- 
genitor cell regions that will become distinct brain structures. Although 
knowledge is still very incomplete concerning their functions in the 



644 Zygon 

developing brain and the patterning of their expression, the regions of 
enlarged and unenlarged cell populations in human brains appear to 
respect some of these boundaries, suggesting that the proportional differ- 
ences might be traceable to changes in the expression of certain ho- 
meotic genes. It is particularly relevant that the division between the 
dorsal enlarged and ventral unenlarged structures of the telencephalon 
follows the gene expression boundary respected by many genes. More 
work is needed with human and primate embryos in order to test this 
apparent gene/allometry correlation and to determine at what stage mi- 
totic differences between these regions begin to be evident. Nevertheless, 
a shift in cell proliferation patterns at an early stage in neuraxis develop- 
ment could be sufficient to produce a subsequent systematic restructur- 
ing of circuitry in human brains as they mature. 

In order to trace the consequences of such an early quantitative change 
in brain development, we must recognize that most of the information 
ultimately employed to build a functioning brain does not derive directly 
from genetic sources. It is rather the result of cell-cell interactions that 
incorporate spatial and, eventually, experiential information into the dif- 
ferentiation process (reviews in Purves and Lichtman 1985; Purves 1988; 
Deacon 1990b). This slight alteration in proportions of cells in human 
embryogenesis likely produces a cascade of other developmental conse- 
quences (fig. 1). These ensue because the patterns of axonal connections 
between structures are determined by competitive processes among devel- 
oping axons. Because of this, we should expect that differences in num- 
bers of projections from various areas competing for the same targets will 
be biased in favor of projections from larger structures. 

Fg. 1. List of the proposed sequence of embryological events that deter- 
mine the unique proportions and connectional relationships of human 
brain structures. 
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Fig. 2. Graphic depiction of an experiment described by D. O’Leary 
(1992) in which visual and somatic cortex and their projection systems are 
modified by prenatal elimination of visual inputs. 
A: Normal visual and somatic sensory input pathways to the thalamus and 
from the thalamus to the cortex. The visual pathways are shown in lighter 
gray, and the somatic pathways are shown in darker gray. B: Normal corti- 
cal output pathways into the spinal cord (somatic) and tectum (visual). 
Although in early stages of development both visual and somatic cortical 
outputs project to both tectal and spinal targets in an undifferentiated 
pattern, during later development the tectal connections of somatic cortex 
and the spinal connections of visual cortex are competitively eliminated. C: 
Cutting the projections from the retina eliminates the visual inputs that 
would ordinarily have recruited space in the lateral geniculate nucleus of 
the thalamus and instead allows other afferent projections (e.g., ascending 
somatic projections) to recruit this abandoned target, thereby expanding 
the cortical representation of somatic responses. D: The alteration of tha- 
lamic inputs and cortical fields in C produces a different pattern of cortical 
outputs as well, due to the loss of fetal tectal connections and retention of 
spinal connections for both cortical regions. Thus, one sensory system 
replaces the other. 

The effects of cell-proliferation allometry appear to be particularly 
important for the development of connections of the cerebral cortex. For 
example, projections from peripheral organs like the eye and tactile sen- 
sory system normally recruit target populations of neurons within the 
thalamus and cortex that are appropriate for the number of afferent 
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inputs they supply. This has been demonstrated by many experiments 
that manipulate numbers and patterns of peripheral inputs during early 
life. This sort of developmental displacement of some projections by 
others has been demonstrated by a number of experiments in which 
these relationships are directly manipulated; an example is shown in 
figure 2. Extrapolating this effect to the human braidbody relationship 
suggests an interesting possibility. Since the human body is only a frac- 
tion as large as would normally carry a brain the size of the human 
brain, recruitment of central neuronal populations should be signifi- 
cantly reduced with respect to the size of the brain. This is exemplified 
by the allometric relationships exhibited in the ‘human visual pathways. 
Both the lateral geniculate nucleus, which receives primary inputs from 
the retina, and area 17 of the cerebral cortex, which receives lateral 
geniculate projections, are significantly smaller than would be predicted 
in a typical primate brain that reached human proportions. This follows 
inevitably from the fact that a brain of this size would actually be ex- 
pected only in an ape of immense proportions, and this ape would have 
had much larger eyes and retinas than we have. But with input and 
output systems recruiting less synaptic “space” than expected, some 
other systems must stand to benefit in their recruitment. In contrast, 
those thalamic nuclei and cortical areas that receive predominantly cen- 
trally originating projections, especially from enlarged structures, are not 
similarly constrained and appear to inherit what cortical space is not 
taken up by the comparatively reduced sensory and motor maps. One 
region of the of the brain appears to have benefited most from this bias 
in favor of central versus peripheral projections: the prefrontal cortex. 
According to extrapolations derived from two different data sources (see 
Deacon 1984; 1988), prefrontal cortex is at least twice the size that 
would be predicted in an ape brain of this size (fig. 3). 

The brain is not simply a collection of independent functioning 
anatomical modules, but a network. Many prior theories describing 
how brains evolved can be characterized as mosaic theories, suggesting 
that new brain structures were progressively added to old during evolu- 
tion. But this view has become untenable in the face of recent embryo- 
logical data that indicate that cortical areas do not develop from an 
intrinsic protomap but rather reflect a dynamic differentiation process, 
partly determined by geometric patterns of input and output connec- 
tions and partly by competitive elimination of nonspecific connec- 
tions. Cell production within the cerebral cortex precedes 
differentiation of its functional subdivisions, such as the prefrontal 
cortex. As a result, determination of which cells are destined to be- 
come prefrontal cells is a matter of dividing up a fixed total surface. 
Thus, the enlargement of the prefrontal cortex is an indirect conse- 



Terrence W: Deacon 647 

Fig. 3. One of many quantitative analyses (See Deacon 1984; 1988 for 
others) that shows prefrontal enlargement in humans with respect to mon- 
keys and apes. Data are graphed in percentage of cortical surface area (as 
reported in Blinkov and Glezer 1968). 

quence of the convergence of a number of systemic developmental 
processes, not the addition of extra neurons to this part of the brain 
(reviewed in Deacon 1990b). 

Because of the magnitude of this difference, expansion of the prefron- 
tal lobes during human evolution has been noticed by brain evolution 
researchers since the late nineteenth century (although there have been 
studies purporting to show that prefrontal lobes are not comparatively 
enlarged, each has suffered from either errors in correcting for allometric 
trends or problems of confounding different cortical regions in different 
species). The differences between previous views about prefrontal en- 
largement and the approach taken here derive from the two misunder- 
standings about brain evolution that have motivated this embryonic 
approach: the tendency to view it as a mosaic enlargement of an isolated 
“organ” of the brain and a predisposition to interpret it in terms of 
increased cognitive power of the prefrontal lobes. Not only must we 
view the enlargement in systemic terms, but we must understand the 
functional consequence in these terms as well. We must address these 
two formidable problems before we can hope to understand the signifi- 
cance of an enlarged prefrontal cortex. First, we need to consider the 
plausible mechanisms by which brain structure size differences could 
influence brain function. Second, we must sort through the considerable 
disagreement about the nature of prefrontal functions. 
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Irrespective of the developmental mechanisms that produced it, pre- 
frontal enlargement and its correlated connectional effects clearly stand 
out as the most extensive differences distinguishing human brains from 
other primate brains. This major restructuring is our best clue concern- 
ing what is unique about human brains and their overall function, as 
well as the best source of information about the kind of cognitive de- 
mands that drove human brain evolution in the first place. We are, 
reluctantly, forced to try to make some sense of these two most enig- 
matic problems in one. 

OVERVIEW OF PREFRONTAL ANATOMY AND CONNECTIVITY 

Just as prefrontal expansion can only be understood as a function of 
dynamic systemic interactions between many brain structures during 
development, its structural and functional consequences also require an 
understanding of systemic consequences of changes in size. Its compara- 
tive enlargement with respect to the majority of other brain structures in 
the cortex and elsewhere is a consequence of the developmental competi- 
tive advantage that its afferents have over other types of cortical projec- 
tions, which include a very wide range of other cortical areas including 
all sensory and motor modalities and numerous subcortical regions. Of 
particular interest are its widespread cortical connections with nearly 
every modality of cortex. In an anatomical sense it stands between sen- 
sory-motor cortical areas and limbic cortex. Given its very large size 
compared to the sizes of its targets, it can be expected to occupy a far 
greater proportion of available synapses in these structures during devel- 
opment than do other structures that send competing afferents to these 
targets. Consequently, compared with more typical primate and mam- 
mal brains, prefrontal information processing will likely play a more 
dominating role in nearly every facet of sensory, motor, and arousal 
processes in humans. Irrespective of whether this structure has more 
“capacity” in some information-processing sense because of its size, it 
simply has more “votes” in whatever is going on in those regions of the 
brain to which it projects. In general terms, human information process- 
ing should be biased by an excessive reliance on and guidance by the 
kinds of manipulations that prefrontal circuits impose upon the infor- 
mation they process. We humans should therefore exhibit a cognitive 
style that sets us apart from other species, a pattern of organizing percep- 
tions, actions, and learning that is peculiarly “front-heavy” so to speak. 
But how can this be described in neuropsychological terms? 

Although during development the prefrontal region is probably carved 
out as a single projection field, in the mature brain the prefrontal cortex is 
not a single homogeneous structure with a single function. As a result 
there is a danger of overgeneralizing from studies based on one prefrontal 
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area to the whole prefrontal region. Different prefrontal regions receive 
diversely different cortical inputs and outputs that provide hints concern- 
ing their functional differences. Many regions receive inputs from specific 
sensory or motor modalities, and others receive converging inputs from 
more than one modality. No prefrontal area, however, receives direct 
input from primary sensory or motor cortices. One reason the prefrontal 
region remains to some extent mysterious is that its “map structure is 
difficult to discern. Unlike the cortical topography of most sensory areas, 
positions within prefrontal regions do not seem to correlate with the 
peripheral topography of any sensory receptor surface. Nor is there a clear 
map of motor topography. One hint concerning the sort of “mapping of 
functions within the prefrontal regions, however, comes from studies of 
visual attention and the subcortical structures that underlie it. Patricia 
Goldman-Rakic and her colleagues (1977) have demonstrated that one 
portion of the prefrontal cortex in monkeys (the dorsal lateral prefrontal 
region, or principalis region, named for its location surrounding the prin- 
cipal sulcus) is organized according to the direction of attention-driven 
eye movements with respect to the center of gaze. Damage to some sector 
of this region can selectively block the ability to learn to produce or 
inhibit directed eye movements in a particular direction or in response to 
cues in a particular direction. It is not surprising that this subregion of the 
prefrontal cortex is located adjacent to a region known as the frontal 
(motor) eye field, which directs eye movement. The eye-movement-at- 
tentional features of this region of the prefrontal cortex are consistent 
with its input-output association with the deep layers of the superior 
colliculus (a midbrain structure associated with visual orienting). This 
same sector of prefrontal cortex also shares extensive corticocortical con- 
nections with temporal and parietal visual areas (Barbas and Mesulam 
1981). Dorsally and ventrally adjacent to this zone are regions that are 
reciprocally connected to auditory and multimodal auditory-somatic cor- 
tical areas of the temporal lobe (Barbas and Mesulam 1981; Pandya and 
Barnes 1987; Deacon 1992). These regions likely also send projections to 
other collicular regions where there is auditory representation (in the deep 
layers of the superior colliculus and the inferior colliculus). These areas 
may be expected to “map” auditory orienting processes in ways analogous 
to the way in which the principalis cortex “maps”’ visual orienting. It is 
less easy to find map correlations for orbital and medial regions of the 
prefrontal cortex. These have predominantly limbic and adjacent prefron- 
tal cortical connections and output pathways that include structures more 
associated with visceral and arousal functions than with sensorimotor 
functions. 

The function of the lateral divisions of prefrontal cortex must partly 
be understood in terms of attentional mechanisms, with respect both to 
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collicular systems and to cortical systems to which they project outputs, 
whereas the function of orbital and medial divisions of prefrontal cortex 
must, in contrast, be more involved with arousal, visceral, and auto- 
nomic functions. These two systems are not only structurally intercon- 
nected but are probably functionally interdependent as well. Arousal, 
orienting, and attending are all part of the same process of shifting 
motivation to regulate adaptive responses to changing conditions. The 
lateral divisions may provide a substrate for intentionally overriding col- 
licular orienting reflexes, using orienting information as cues for working 
memory about alternative stimuli or to select among many sensory con- 
figurations for further sensory analysis. The orbital and medial divisions 
may provide correlated shifts in arousal and autonomic readiness both to 
support shifts in attention and to inhibit the tendency for new stimuli to 
command attentional arousal. 

FAMILY RESEMBLANCES BETWEEN PREFRONTAL FUNCTIONS 

So is there a common theme? Is there something that all these prefron- 
tal cortical regions do similarly? This is no simple question. In fact, it 
remains one of the more debated questions in neuropsychology (for 
in-depth reviews see Fuster 1980; Perecman 1987; Stuss and Benson 
1986). The reason it is difficult is that the explanation cannot be tied 
directly to any sensory or motor function. When prefrontal areas are 
damaged, there are no specific sensory or motor problems. Surgeons 
who performed prefrontal lobotomies earlier in this century used to 
point out that it didn’t reduce their patients’ IQs either. Consequences 
of prefrontal damage only show up in certain rather specific sorts of 
learning contexts. Nevertheless, these can be extensive and ultimately 
debilitating. And there is not just one type of prefrontal deficit but 
variants that correspond approximately to distinct prefrontal subdivi- 
sions. Because different prefrontal areas are connected to different cor- 
tical and subcortical structures, they produce slightly different types of 
impairments when they are damaged. Not only are there numerous 
competing theories attempting to explain individual types of prefron- 
tal impairments, but there also is no account of the family resem- 
blances that link the many different deficits associated with different 
prefrontal subareas. 

I start by taking a global overview of prefrontal functions, not by 
treating the prefrontal cortex as homogeneous, but rather by searching 
among prefrontal areas, connections, and deficits for common themes 
and family resemblances. I am encouraged that there are some common 
threads because of the global similarities in connectional architecture 
that link these areas with the rest of the brain. I suspect that like the 
numerous subareas of the visual cortical system, the different prefrontal 
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regions share a common computational problem but have broken it up 
into dissociable subtasks in large brains, perhaps separated according to 
modality differences. 

Let me begin by sampling a variety of interesting tasks affected by 
damage to the prefrontal cortex in monkeys. Figure 4 provides a sche- 
matic depiction of a number of learning tasks that have specific associa- 
tion with distinct prefrontal subdivisions. Beginning with the classical 
prefrontal task identified by Jacobsen (1936) many decades ago, figure 
4A depicts the delayed response or delayed alternation task. In this task a 
food object is placed in one of two covered containers as the monkey 
watches. Then the experimenter distracts the monkey by pulling down a 
blind for a few seconds and then raising it to allow retrieval of the food 
by uncovering it. This is no problem, but on a succeeding trial, the 
hidden food object is placed in the alternative container, again in full 
view. Now, however, after the delay period, rather than looking in the 
new hiding place, the prefrontal-damaged monkey again tends to look in 
the place where he found food before, not where he saw it being hidden 
(this is similar to the hidden-object problems demonstrated in young 
children by Jean Piaget 1952). Some have explained this as a problem 
with short-term memory. The monkey might be unable to use informa- 
tion from a past trial to influence its choice in a future trial. A simple 
memory problem, however, would tend to produce random perform- 
ance. In general, the animal’s perseveration indicates that it does remem- 
ber the previous successful trial, all too well, it would seem. Apparently 
it either can’t inhibit the tendency to return to where he got rewarded 
the last time or can’t subordinate this previously stored information to 
the new problem. Historically, interpreters of prefrontal deficits have 
split evenly over whether they interpret them in terms of memory or 
response inhibition. But before taking sides, let’s consider a few addi- 
tional examples. 

Another more sophisticated version of the same task has been investi- 
gated by Richard Passingham (1985; see fig. 4B). His work offers some 
insight into how this task might have real-world adaptive consequences. 
As in the simple delayed-response experiment, food is placed in food 
wells while the monkey watches (although the observation is not a neces- 
sary factor), but unlike the simpler task, in this one food is hidden in all 
or many of a large number of wells. No delay is necessary. The monkey 
must simply sample through the wells to retrieve all the food objects. 
Monkeys with efficient sampling strategies tend not to sample the same 
wells twice. Once food has been located in one place and taken, there is 
no reason to go back and check it out. Prefrontal-damaged monkeys, 
however, fail to efficiently sample. They perseverate, by returning more 
ofien to previously sampled wells and failing to sample others. Again it is 
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Fig. 4. Diagrammatic depiction of six different cognitive deficits shown in 
monkeys with frontal lobe damage to different subregions. A: Delayed 
response (delayed alternation) task associated with dorsal lateral prefrontal 
damage (Jacobson, 1936). B: Self-ordered sampling task associated with 
dorsal lateral prefrontal damage (simplified from Passingham, 1985). C: 
Delayed nonmatch to sample task associated with ventral medial prefrontal 
damage (Mishkin and Manning 1978). D and E: Conditional association 
tasks (spatial versus non-spatial cues, respectively) associated with periarcu- 
ate prefrontal damage (Petrides, 1982, 1985). I? Go/no-go task associated 
with periarcuate premotor damage (Petrides 1986). 
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not clear whether to consider this forgetfulness or failure to inhibit repeti- 
tion of past responses. The practical significance of such an ability is dear, 
however. This is precisely the sort of problem that might be faced by an 
animal foraging in many different places. Once all the food has been 
eaten in one place, it makes no sense to go back looking for more later, 
even if the food tasted particularly good there. 

Turning now to medial frontal damage, we find a slightly different 
kind of deficit. Monkeys with medial prefrontal damage succeed at the 
hidden object type tasks, but they fail at tasks where the shift in food 
location is cued by a shift in stimulus as well. Figure 4C depicts this sort 
of task. The food object is hidden and unlike the hidden object task, the 
location is cued by some stimulus. After the monkey succeeds at this 
task, the food object is rehidden and the hiding place is marked by a 
new stimulus, with the previous stimulus now marking no food. Thus, 
the monkey must learn that the food will always be hidden where the 
newer stimulus of the two is placed. Medial prefrontal damage appears 
to preferentially affect this kind of learning but not delayed response, 
delayed alternation, or sampling tasks that are sensitive to dorsal lateral 
prefrontal damage. 

Compare this to tasks sensitive to lesions of posterior lateral prefron- 
tal regions. These tasks have a multipart form. Figures 4 0  and 4E pro- 
vide examples of these tasks. Common to these tasks is a dependency 
between two classes of cues or between alternative cues and behavior 
options. In 4 0  one cue stimulus indicates that the food is hidden in the 
well with the lighted light, whereas the alternative cue indicates that the 
food is hidden in the well with the unlighted light. The pattern is “if X 
then Z, if Y then not 2.” It is a conditional relationship in which one 
stimulus indicates the relationship between another stimulus and the 
position of the food. In 4E there is a similar dependency relationship, 
but this time between a stimulus pattern and a choice of buttons that 
open the food well. Unlike the previous task, there is no spatial differ- 
ence in food position, but like the last task, there is a conditional rela- 
tionship in which the stimulus indicates which of two alternatives is 
associated with the food. Depending on what stimulus is presented, the 
monkey has to reverse his expectation about the association between the 
reward and some behavioral option. 

These tasks are all different and yet they share a number of common 
features. Although all involve some apparent inability to inhibit re- 
sponding, this may be secondary. Prefrontal-damaged animals do not 
show a problem with simple go/no-go tasks that require withholding a 
response, as in 4F. In this sort of task the presentation of one of two 
different stimuli indicates whether an immediate response or the same 
response just delayed a few seconds will produce a reward. Animals that 
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have difficulty suppressing a response will be unable to learn such tasks 
because they will fail at the no-go task. Prefrontal damage generally does 
not produce significant impairment on simple goho-go tasks. This diffi- 
culty is demonstrated by premotor lesions, which additionally produce 
problems with motor sequences and skilled movements. 

One might also argue that all of these tasks involve holding informa- 
tion in mind while not acting on it, a function some have called working 
memory. The deficit pattern is not simply a failure of short-term mem- 
ory, however, because the perseverative failures are themselves the best 
indications of acting on the basis of prior information. In fact, informa- 
tion in short-term memory seems to inappropriately dominate the ten- 
dency to respond. What must be held in mind in these tasks is not just 
prior information, but information about the applicability of that infor- 
mation in a different context. One of the most salient common features 
of these tasks sensitive to prefrontal lesions is that they all, in some way 
or other, involve shifting between alternatives or opposites, alternating 
place from trial to trial, shifting from one stimulus to a new one, or from 
one pair-wise association to another, depending on the presence of dif- 
ferent cues. Tasks sensitive to prefrontal damage thus all involve short- 
term memory, attention, suppression of responses, and context 
sensitivity, but they all have one other important feature in common. 
Each involves a kind of negation relationship between stimuli or stimu- 
lus-behavior relationships. They all have to do with using information 
about something one has just done or seen against itself, so to speak, to 
inhibit the tendency to follow up that correlation and, instead, shift 
attention and direct action to alternative associations. Precisely because 
one association works in one context or trial it is specifically excluded in 
the next trial or under different stimulus conditions. An implicit “not” 
must be generated to learn these tasks, not just an inhibition. 

Similar deficits are well known in human patients (Kolb and 
Whishaw 1990; Stuss and Benson 1986), even though associations be- 
tween specific tasks and different prefrontal subareas are not worked out 
as well in humans. For example, human prefrontal patients often fail at 
card-sorting tasks that require them to change sorting criteria. They also 
tend to have trouble generating lists of words. In trying to generate word 
lists according to some criterion or instruction, they hardly get past the 
first few names of things before getting stuck or repeating items already 
named. These two skills are formally similar to conditional association 
and sampling tasks, respectively. In addition, prefrontal patients also 
often have difficulty learning mazes based on success-failure feedback, 
making plans, and spontaneously organizing behavior sequences, and 
with tasks that require taking another perspective (allocentric vs. egocen- 
tric). Analogous to using a mirror, thinking in allocentric terms requires 
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a systematic reversal of response tendencies. In general, tasks that require 
convergence on a single solution are not disturbed by prefrontal damage, 
whereas those that require generating or sampling a variety of alterna- 
tives are. This capacity has been called “divergent thinking” by Guilford 
(1967), and may explain why prefrontal damage does not appear to have 
a major effect on paper-and-pencil I Q  tests. Like the logic shared by 
tasks sensitive to different frontal lobe defects in monkeys, the many 
human frontal lobe signs also crucially involve difficulties in using infor- 
mation negatively. Prefrontal patients show a generalized tendency to be 
controlled by immediate and simple correlative relationships between 
stimuli and rewards, which essentially blocks the ability to entertain 
higher-order associative relationships, because of the inability to subordi- 
nate one set of associations to another. 

These insights about prefrontal functions, although far from solving 
the riddle of the prefrontal lobes, may offer sufficient information for 
understanding the significance of the remarkable expansion of this struc- 
ture in human evolution. They do, however, beg this question: What 
crucial adaptation demanded such a premium on the ability to learn 
complex conditional and negational relationships? 

THE SYMBOL ACQUISITION PROBLEM 

If prefrontal expansion-and by implication the increasing influence of 
the functions of the prefrontal cortex over other cognitive and sensori- 
motor processes-are both consequence and cause of human cognitive 
evolution, then it is reasonable to suspect that the functions of the 
prefrontal cortex ought to provide insight into our most divergent cogni- 
tive ability-language. It does not follow that prefrontal cortex is the 
locus of language functions, the repository for grammatical knowledge, 
or the basis for increased intelligence. I think it is none of these. Rather, 
I believe it addresses a learning problem that lies at the heart of lan- 
guage: the problem of the missing simple languages. I suggest that we 
have been looking at the wrong level of the phenomenon for answers. 
Other animals’ brains are not just abysmal at performing the computa- 
tions required for analyzing the grammatical relationships between sym- 
bols; they cannot even be tested adequately, because they are unable to 
perform the necessary computations for learning even a simple symbolic 
reference system. In other words, I think that it is not grammar that is 
holding other species back. It is something much more basic and more 
subtle: symbolic reference. 

What is so hard about learning symbolic reference? Why should sym- 
bolic associations be different from other associations? One possibility is 
that they might involve more complicated stimuli. For example, there 
might be more details to remember or fewer clues to help one learn the 
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associations. Another possibility is that one may need to learn many 
more associations for any of them to be useful. For example, in language 
it seems necessary to combine words into sentences in order for them to 
serve any purpose. Isolated words have meaning only in special kinds of 
utterances, such as giving commands, naming objects, or identifying 
people. However, there is a third possibility that I wish to explore: the 
possibility that symbolic associations are different in more fundamental 
ways from other kinds of associations, different in ways that nonhuman 
brains are poorly equipped to handle and that human brains have be- 
come specialized to overcome. 

This difference is the basis for an old and stubbornly resistant philo- 
sophical question: What is special about the way we represent and un- 
derstand meanings in language? This question addresses the difference 
we refer to by distinguishing understanding from mere rote learning. 
There is a crucial difference that distinguishes symbolic associations 
from other forms of learned associations, but we tend to ignore this 
difference because we usually find the transition between nonsymbolic 
associations and symbol learning so effortless. The tacit assumption is 
that word reference is learned in essentially the same way as are other 
associations. The commonsense idea is that a symbolic association is 
formed when we learn to pair a sound or inscription with something else 
in the world. The idea or concept of the thing associated with the sign 
constitutes the symbolic link. According to this view, the association 
between a word and what it represents is not essentially distinguished 
from the kind of association made by an animal in a Skinner box when 
it learns that there is a correlation between a red light and the availability 
of food. The conditioned stimulus takes on referential power in this 
process: It represents something about the state of the apparatus for the 
animal. It is, technically, an index of a change in state of the Skinner box. 
When the light is 0% there is no food available, but when it is illumi- 
nated, food is available. When the light is off, no action the rat can 
perform will induce the apparatus to deliver the food, but when it is 
illuminated, the rat can perform a particular associated behavior (e.g., 
pressing a bar), and food will be delivered. Although common sense 
suggests that word meaning is more complicated than this and that 
conditioned association is somehow more mechanical and nonsemantic, 
it has been curiously difficult to find a clear exposition of the difference 
between them in either the psychological or the philosophical literature. 

The development of stimulus generalization or learning sets has also 
been compared to symbol learning, but this is also not sufficient to 
explain the difference between symbolic and nonsymbolic associations. 
A similarity is often suggested because terms for things usually name 
classes of things rather than individual things. Transference of learning 
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from stimulus to stimulus or from context to context occurs as a natural 
incidental consequence of learning. This is the case because there is 
always some ambiguity as to the essential parameters of events that are 
antecedent to the conditions the subject is seeking to reproduce, and 
because the learning process is essentially a statistical estimate of the 
sufficient stimulus. Thus, to the extent that other stimuli or stimulus 
contexts are physically similar in some respect to the implicit subsample 
used for training, they are also incidentally learned. Although this may 
be formally represented in psychological models as though the subject 
has learned rules for identifying associative relationships, the generaliza- 
tion effect is not so much the result of listed criteria as it is a failure to 
distinguish, a tendency to gloss over differences. Transference of learning 
can be broadened by training that purposely varies stimulus and re- 
sponse conditions along certain parameters. This kind of generalization 
is still essentially based on one-to-one pairings of stimuli, but what 
constitutes a stimulus is ambiguous in certain dimensions. 

Simple conditioned stimuli are ultimately symptomatic or indexical 
of the stimuli with which they have become associated. Stimuli linked 
by learned association are acquired because of their contiguity or coinci- 
dence in space or time, by the fact that they habitually "go together" in 
some way or other. In the same way that the presence of a fever indicates 
disease, or that smoke indicates combustion, the conditioned stimulus is 
a signal to the subject that in the present state the device or the experi- 
menter will likely provide the associated reward. The stimulus is evi- 
dence of this change in state. To distinguish this sort of associative 
relationship from others, particularly symbolic associations, I identify it 
as indexical association. 

Understanding the difference between this sort of learned association 
and symbolic association is fundamental to my argument, so I digress 
slightly from the brain-language problem to deal with this most ensnar- 
ing philosophical problem. Given the history of failures to solve the 
conundrums it poses, I hope the reader will be charitable if in this short 
exposition I do not fully plumb the depths of the problem. I do hope 
that at least the skeleton of the approach will become clear. The answer I 
propose can be paraphrased by saying that symbols are essentially about 
indexical associations, not about objects directly. 

Take, as a starting point, words and objects. The source of the prob- 
lem in understanding the difference between the symbolic and nonsym- 
bolic relationships involved is that terms for objects can be paired with 
things in a way that superficially resembles conditioned association. 
However, by virtue of the fact that words also represent relationships to 
other words (think of the way a dictionary works), this pairing is far 
from the whole story. In fact, it is by virtue of this sort of dual reference, 
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to objects and to other words (or at least to other semantic alternatives), 
that a word conveys the information necessary to pick out objects of 
reference. Unlike a colored light in a Skinner box, a word doesn’t refer to 
some thing or condition by virtue of habitually being associated with 
it-in fact, the physical association between a word and an appropriate 
object of reference can be quite rare or even an impossibility-but rather 
by virtue of carving out a kind of logical space. Words superimpose 
pragmatic logical boundaries on the physical continuities and disconti- 
nuities found among real stimuli and events. This is what provides the 
power of symbolic relationships, because by virtue of the possible combi- 
natorial interrelationships between symbols, there can be an exponential 
growth of reference with each new added element. 

Even without struggling with the philosophical subtleties of this rela- 
tionship, we can immediately see the significance for learning. The learn- 
ing problem associated with symbolic reference is a consequence of the 
fact that what determines the pairing between a symbol (such as a word) 
and some object or event is not their probability of co-occurrence, but 
rather some complex function of the relationship that the symbol has to 
other symbols. Learning is, at its base, a function of the probability of 
correlations between things, from the synaptic level to the behavioral 
level. Past correlations tend to be predictive of future correlations, and so 
it is a powerful if simple recipe for adaptation. In order to comprehend a 
symbolic reference, however, you have to selectively ignore certain habit- 
ual associations and correlations between symbols as stimuli and their 
objects of reference as stimuli and instead focus on the relationships 
between different symbols and how these modify the probabilities of 
symbol-object co-occurrence. This is a troublesome shift of focus. The 
correlations between symbols and objects are merely the clues for deter- 
mining the more crucial relationships between the symbols themselves. 
And these clues are not highly correlated. Let me offer an extended 
example to help demonstrate this problem. 

One of the most insightful examples of the difference between condi- 
tioned associations and symbolic associations is offered by a set of ex- 
periments that attempted to test symbolic abilities in chimpanzees. This 
study was directed by Sue Savage-Rumbaugh and Duane Rumbaugh, 
then at the Yerkes Primate Center (Savage-Rumbaugh and Rumbaugh 
1978; Savage-Rumbaugh et al. 1980). The chimps in this study were 
taught to use a special computer keyboard made up of lexigrams-geo- 
metric drawings on large keys. Though previous experiments had shown 
that chimps have the ability to learn a large number of paired associa- 
tions between lexigrams (and in fact other kinds of symbol-tokens) and 
objects or activities, some problems arose when they were required to use 
these in simple combinatorial relationships. In order to test the chimps’ 
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symbolic understanding of the lexigrams, they were trained to chain 
lexigram pairs in a simple verb-noun relationship (e.g., a sequence 
glossed as meaning “give,” which caused a dispenser to deliver a solid 
food, and “banana” to get a banana). There were initially only two 
“verb” lexigrams and four food-or-drink lexigrams to choose from, and 
each pair had to be separately taught. But after successful training of 
each pairing the chimps were presented with all the options they had 
learned independently and were required to choose which combination 
was most appropriate on the basis of food availability or preference. 
Curiously, this task was not implicit from their previous training. This 
was evidenced by the fact that some chimps tended to stereotypically 
repeat only the most recent single learned combination, whereas others 
chained together all options, irrespective of the intended meanings and 
what they knew about the situation. Thus, they had learned the individ- 
ual associations but failed to learn the system of relationships of which 
these correlations were a part. Although the logic of the combinatorial 
relationships between lexigrams was implicit in the particular combina- 
tions that the chimps learned, the converse exclusive relationships had 
not been learned. Though implicit for those of us who treat them sym- 
bolically from the start, the combinatorial rules of combination and 
exclusion that underlie the symbolic use of these lexigrams was vastly 
underdetermined by the training experience. 

It is not immediately obvious exactly how much exclusionary infor- 
mation is implicit, but it turns out to be quite a lot. Think about it from 
the naive chimpanzee perspective for a moment. Even with this ultrasim- 
ple symbol system with six lexigrams and a two-lexigram combinatorial 
grammar, the chimpanzee is faced with the possibility of sorting among 
720 possible ordered sequences (6*5*4*3*2* 1) or 64 possible ordered 
pairs. The training has offered only four prototype examples, in isola- 
tion. Though each chimp may begin with many null hypotheses about 
what works, these are unlikely to be in the form of rules about allowed 
and disallowed combinations, but rather about possible numbers of lexi- 
grams that must be pressed, their positions on the board, their colors, or 
shape cues that might be associated with a reward object. 

Recognizing this limitation, the experimenters embarked on a rather 
interesting course of training. They set out to explicitly train the chimps 
which cues were irrelevant and which combinations were not meaning- 
ful. This poses an interesting problem that every pet trainer faces. You 
can’t train what not to do unless the animal first produces the disallowed 
behavior and it can be immediately punished or at least explicitly not 
rewarded. So the chimps had to first be trained to produce the incorrect 
association (e.g., mistaking keyboard position as the relevant variable) 
and then subsequently have only that aspect explicitly not rewarded. By 
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a complex hierarchic training design involving thousands of trials, it was 
possible to systematically exclude all inappropriate associative and com- 
binatorial possibilities, leaving the animals able to produce the correct 
lexigram strings essentially every time. Remarkably, after this training 
regimen, when a new food item and new lexigram was introduced some 
of the chimps were able to respond correctly the first time or with only a 
few errors, instead of hundreds as before. What had happened to pro- 
duce this difference? How had they graduated from what we would 
recognize as rote learning to what we would call an understanding of the 
meaning of the lexigrams by this process? 

What the animals had learned was not only an association between 
lexigrams and objects or events. They had learned a set of logical rela- 
tionships between the lexigrams, defined by exclusion and inclusion. 
More important, these lexigram-lexigram relationships formed a com- 
plete system in which each possible relationship of adjacency, substitut- 
ability, or opposition was defined. In fact, they had to learn that the 
relationship that a lexigram has to an object is a function of the relation- 
ship it has to other lexigrams, not a simple function of the correlated 
appearance of both lexigram and object. Reference is determined indi- 
rectly. This subordination of associative relationships to combinatorial 
relationships between symbols is schematically depicted in figure 5. In- 
dexical associations are one-to-one, and the indexical reference is 
achieved as a function of the correlations between some token (i.e., the 
sign stimulus) and some object (shown as a solid arrow). In contrast, the 
system of token-token interrelationships, such as those between lexi- 
grams or words (shown as solid arrows interconnecting symbols), is 
essentially independent of their indexical functions. Tokens indicate one 
another in the sense that their presence or position in a communicative 
activity influences the admissibility or nonadmissibility of others. This, 
however, is a purely conventional token-token indexicality, because it 
constitutes a closed group of “pointing” relationships (i.e., determines 
reference to objects collectively as a function of relative position within 
this token-token reference system). Symbolic reference emerges from the 
hierarchic relationship between these levels of indexicality. Although the 
indexical reference of symbol-tokens to objects is maintained, it is no 
longer determined by a simple correlational relationship between sign 
and object. The subordination of indexical reference to the lexigram- 
lexigram relationship, however, makes a new kind of generalization pos- 
sible: logical generalization, as opposed to stimulus generalization. This 
is what made the no-trial learning of new lexigram-object relationships 
possible for the chimps Sherman and Austin. 

The system of lexigram-lexigram interrelationships is a source of im- 
plicit knowledge about how novel lexigrams must be incorporated. Add- 
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symbolic reference 

e.g. words, lexigrams, musical 
or mathemalip1 notations 

Fig. 5. Schematic depiction of the difference between indexical reference, as 
might be created by correlative associative learning, and symbolic reference. 
Simple associative links between sign stimuli and objects are one-to-one and 
essentially independent of one another (indicated by dark arrows in the left 
figure), except insofir as the stimulus parameters might overlap. Correlation 
between sign stimulus and object is the basis for indexical reference rela- 
tionships. Symbolic reference is based primarily on the system of combina- 
torial inclusion/exclusion relationships between stimulus signs (symbols) 
and the way these pick out categorical boundaries of classes of indexical 
associations (indicated by dark solid arrows connecting symbols). Although 
indexical links still exist between objects and symbols that represent them, 
these are entirely secondary to symbol : symbol relationships and no longer 
are a function of correlation and co-occurrence (indicated by light gray 
dashed arrows). 

ing a new food lexigram, then, does not require the chimp to learn the 
correlative association from scratch each time. The referential relation- 
ship is no longer a function of lexigram-food co-occurrence, but rather a 
function of the relationship this new lexigram has with the system of 
other lexigrams. There is a shift in analysis from relationships among 
stimuli to relationships among lexigrams as logical operators. A new 
food or drink lexigram must fit into a predetermined slot in this system 
of relationships. There are only a few possible alternatives to sample, and 
none requires the chimps to assess the probability of paired lexigram- 
food occurrence, because lexigrams need no longer be treated as indices 
of food availability. As with words, the probability of co-occurrences 
may be quite low. In a real sense, the food and drink lexigrams are nouns 
and are defined by their potential combinatorial roles. Testing the 
chimps' ability to extrapolate to new lexigram-food relationships is a way 
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of demonstrating whether or not they have learned this logical-categori- 
cal generalization. It is a crucial defining feature of symbolic reference. 

The experimenters provided a further, and in some ways more dra- 
matic, demonstration of the difference between the rote learning of 
lexigram-object correlations and symbolic learning by comparing the 
performance of the two symboling apes, Sherman and Austin, to a pre- 
vious subject, Lana, who had been trained with the same lexigram sys- 
tem but not in the same systematic fashion. Lana had learned a much 
larger corpus of lexigram-object associations, though by simple paired 
associations. All three chimps were able to learn a task that required 
sorting food items together in one pan and tool items together in an- 
other. In fact, Lana learned in far fewer trials than did either Sherman or 
Austin. After this, when presented with new foods or tools, the chimps 
were able to generalize from their prior behavior to sort these new items 
appropriately as well. This is essentially a test of stimulus generalization, 
although it is based on some rather abstract qualities of the test items 
(e.g., edibility). A second task, though, in which the chimps had to 
associate each of the same food items with a single lexigram for food and 
the same tool items with a single lexigram for tool provided different 
results. This task clearly distinguished the symboling chimps from Lana. 
Even though all three chimps were able to learn the new associations 
(this took as many trials to learn as did the original training), when 
asked to generalize the referential scope of these lexigrams to two new 
foods and two new tools, only Sherman and Austin were able to do so 
essentially without errors. Lana not only failed to add the new items as 
referents of the lexigrams, but also became unsettled by the errors, and 
in successive testing ignored what she had previously learned. She treated 
these new trials as independent from the preceding trials, and essentially 
assumed that she needed to learn the new associations from scratch. 

Sherman and Austin, as a result of their experience with a previous 
symbol system, had recruited the individual lexigram-object associations 
they had acquired by rote and used them to create two new symbolic 
categories that superseded the individual associations. It took hundreds 
or thousands of trials to learn the first simple one-to-many associations, 
because there was no systemic relationship in the chimps' small existing 
lexigram set into which a general reference for food and tool would fit. 
Once the chimps had established the new symbolic relationship, though, 
it was easily expandable. Because of this, they generalized to new associa- 
tions, not by stimulus features, but by what amounted to semantic 
features. They were eventually able to fully integrate these categories 
with their existing system by learning associations between these two 
lexigrams and other lexigrams, eventually associating lexigrams of indi- 
vidual food items directly with the lexigram for food. Although it typi- 
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d l y  took hundreds, even thousands, of trials for the chimps to acquire a 
new rote association, once a systemic relationship was established, new 
items could be added essentially without any trial and error. This differ- 
ence translated into more than a hundredfold increase in learning efi- 
ciency. This difference is the key to understanding the apparent leap in 
human intelligence as compared to other species. Increased intelligence 
didn’t produce symbols; symbols increase effective intelligence. The 
power of the symbolic step in this learning process derived from the fact 
that the chimps essentially knew something that they had never explic- 
itly learned. Implicit knowledge is an inevitable spontaneous product of 
symbolic representation. This fact plays a cr i t id  role in many facets of 
language acquisition that are often attributed to innate foreknowledge. 

I have chosen to recount this “ape-language” study not because it 
portrays any particularly advanced abilities in chimpanzees, nor because 
I think it is somehow representative. I have focused on it because of the 
clarity with which it portrays the special nature of symbol learning, and 
because it provides an example of the hierarchic relationship between 
symbolic and indexical (simple correlative) referential relationships. 
Symbolic referential relationships are constituted by relationships among 
indexical referential relationships. Indexical associations are necessary 
stepping-stones to symbolic reference but must ultimately be overcome 
and ignored for symbolic reference to work. 

The temporal-spatial correlations between the sign stimulus and ob- 
ject do not mean what they predict, i.e., that one is causally related to 
the other. In learning symbolic associations, the apparent causal implica- 
tions of correlative associations must be ignored and associated causal 
expectations must be suppressed in service of the search for a higher-or- 
der relationship between the sign stimuli irrespective of their causal 
correlations with other objects. This higher-order relationship is not 
determined by any physical properties of the sign stimuli. It is a log id  
relationship defined by allowed and disallowed combinations. Before 
symbolic reference is possible, one must first learn many nonsymbolic 
associative relationships that are, in effect, only symptoms of a higher- 
order symbol system. The association between a sign stimulus and an 
object must be understood not as pointing to that object but as pointing 
to the place that this associative relationship occupies in a system of 
other associative relationships and by virtue of which it is identified. 

The problem with symbol systems, then, is that there is a lot of both 
learning and unlearning that must take place before even a single sym- 
bolic relationship is available. Symbols cannot be acquired one at a time 
the way other learned associations are, except after a reference symbol 
system is established. A logically complete system of relationships among 
the symbols in the set must be learned before the symbolic association 
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between any one symbol and an object can be thereby determined. The 
learning step occurs prior to recognizing the symbolic function, and this 
function emerges only from a system; it is not vested in any individual 
sign-object pairing. For this reason, it’s hard to get started. To learn the 
first symbolic relationship requires holding a lot of potential combina- 
tions in mind at once in order to discover how any one fits in with the 
others. Even with a very small set of symbols, the number of possible 
combinations is vast, and so sorting out which combinations work and 
which don’t requires sampling and remembering a large number of possi- 
bilities. Moreover, remembering by rote which combinations worked in 
which situations may work against the need to decompose the combina- 
torial relationships in order to discover the underlying rules of logical 
exclusion and inclusion that they encode. The problem with learning to 
reproduce symbolic material by rote, i.e., as indexical associations (like 
learning to reproduce a mathematical calculation by memory), is that 
the information is not generalizable except with respect to perceptual 
parameters of the stimuli. It is the essence of symbolic associations that 
their reference is determined by general rules-logical relationships that 
have application across all possible combinations in the system. 

THE CONTRIBUTION OF THE PREFRONTAL CORTEX TO SYMBOL 
LEARNING 

This difference between associative learning and symbol learning has 
some interesting consequences so far as the evolution of intelligence and 
language is concerned. The ability to acquire learned associations be- 
tween stimuli enables an animal to adapt more efficiently and flexibly to 
the cause-effect contingencies of a complex changing environment. The 
ability to learn quickly to discern and predict the most highly correlated 
spatial-temporal relationships among events is a powerful strategy for 
internalizing the structure of the world around us. It is, however, a poor 
strategy for learning symbolic relationships. 

In fact, it is probably the case that an ability to rapidly discover and 
memorize the simple correlative relationships among stimuli would in- 
terfere with discovery of abstract rules of logical combination among 
these same stimuli that could be the basis for symbolization. Since the 
probability of correlating a symbol with a given object depends entirely 
on which other symbols it precedes, follows, or co-occurs with, the 
statistics of correlation provide a poor predictor of the relationship across 
all possible occurrences. Not only that, the smarter the learning device, 
brain or otherwise, the quicker it will tend to jump to such conclusions, 
because it will discover the subtle differences in the weightings of statisti- 
cal associations more quickly. The faster the statistical weighting of cor- 
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relations is discovered, the faster the learning process will proceed. But 
such a statistical best guess must ignore any large-scale distributed logic 
that might be exhibited combinatorially, and this is precisely what a 
symbolic system must be built from. In short, increased intelligence 
defined in this way would likely be counterproductive to symbolic 
learning. 

This is why the evolution of the human brain is explicitly not well 
described as the evolution of increased intelligence. Building a smarter 
brain is not sufficient to get over the threshold separating simple associa- 
tive learning abilities and symbolic learning abilities; in fact, it makes the 
threshold higher. It may also partially explain why children, with their 
somewhat limited learning rates and memory spans, may be so much 
better than adults at learning symbolic systems from scratch. Their intel- 
ligence does not get in their way, so to speak. 

So what took human brains over this hump? I suggest that this is the 
significance of the enlargement of the prefrontal cortex and expansion of 
its projection systems. Not because we have a smarter prefrontal cortex, 
but rather because the prefrontal system has become much more in- 
volved in the activities of all other brain systems. Abraham Maslow once 
quipped that if the only tool you have is a hammer, you will tend to 
treat everything like a nail. This offers an analogy I would apply to this 
prefrontal change. The prefrontal propensity to inhibit the tendency to 
act on simple correlative stimulus relationships and instead sample possi- 
ble higher-order sequential or hierarchic associations has come to domi- 
nate the human learning process more than in any other species. In 
simple terms, much more control of the brain is vested in the prefrontal 
cortex in human brains. The way the parietal cortex handles tactile and 
movement information, and the way the auditory cortex handles sound 
information, the way the visual cortex handles visual information are 
now much more constrained by prefrontal activity than in other species. 

The contributions of prefrontal areas to learning all involve, in one 
way or another, the analysis of higher-order associative relationships. 
More specifically, judging from the effects of damage to prefrontal re- 
gions, prefrontal regions are necessary for learning associative relation- 
ships in which one association is in some way subordinated to another. 
These mental computations address the most critical learning problem 
faced during symbol acquisition. The more complicated the combinato- 
rial relationships or the more easily confused the correlated relationships, 
the more that prefrontal systems are taxed. This is clearly demonstrated 
by cerebral blood flow and PET imaging studies of the metabolic corre- 
lates of different cognitive tasks in human subjects. Complex sorting 
problems and difficult word-association tasks have been shown to par- 
ticularly activate prefrontal metabolism (see also Deacon 1989 on 
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language tasks). There is also indirect evidence that task difficulty deter- 
mines how much prefrontal cortex gets recruited to the task. Electrical 
stimulation studies of awake neurosurgery patients have shown that pa- 
tients with lower verbal IQs tend to have larger regions of prefrontal 
cortex susceptible to disruption of language tasks (Ojemann 1979). 

BRAIN-LANGUAGE COEVOLUTION 

Expansion of the prefrontal cortex and its projection fields in human 
evolution can be interpreted in the context of these special learning 
problems. It is not clear whether we should interpret prefrontal expan- 
sion as an enhancement of these classes of mental computations or 
merely a predisposition to treat most learning contexts as involving 
combinatorial and conditional relationships. Either would contribute 
significantly to symbol learning, possibly at some cost in terms of 
simple associative learning. However we interpret this difference, it 
cannot be doubted that such a major change in brain structure reflects 
some rather special learning demands faced by our ancestors, but no 
other species. It can hardly be a coincidence that the most salient 
differences of human brain structure and human cognitive abilities 
from those of other animals converge on the same learning problem. 
The magnitude of prefrontal enlargement and the nearly %million- 
year time-course of this evolutionary change suggests that these capa- 
bilities were under powerful selection for a considerable period during 
hominid evolution. 

This may also provide an explanation for the failure of languagelike 
(symbolic) communication to evolve in all but one species. A simple 
improvement of learning rates or memory capacity, etc., cannot account 
for the transition to symbolic communication that took place in homi- 
nid evolution. One cannot extrapolate some general tendency toward 
more complex communication or higher intelligence and arrive at lan- 
guage evolution. This is because the cognitive requirements for efficient 
associative learning are in many ways in conflict with those that would 
enhance symbol learning. Selection for the one would tend to be coun- 
tered by selection for the other. The transition from associative forms of 
learning and communication to symbolic forms requires the crossing of 
a high threshold in terms of learning costs. The organism must invest 
immense learning effort in acquiring associative relationships that make 
no sense until the whole system of interdependent associations is sorted 
out. In other words, for a long time in this process, nothing useful can 
come of it. Only after a complete group (in the mathematical sense) of 
interdefined symbols is assembled can any one of them be used symboli- 
cally. Until then, their indexical associations will be useful in only a 
limited set of stereotypic contexts. To approach most learning problems 
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with the expectations and biases that would aid symbol learning would 
be very inefficient for most species. 

The time course of brain-language coevolution can be estimated un- 
ambiguously because of the way this difference in brain structure corre- 
lates with features that can be discerned from fossils. Prefrontal 
enlargement and the enlargement of the projection fields of the prefron- 
tal cortex are determined systemically by competitive processes during 
development that are reflected in global brain parameters, specifically the 
relationship between brain and body size. The size of the cortical region 
recruited by the medial dorsal and anterior thalamic nuclei (which pro- 
ject to prefrontal cortex in adult brains) is a function of competition 
with thalamic projections associated with peripheral sensory and motor 
systems. Consequently, the relative size of the brain with respect to the 
body (which correlates with the size of peripheral organs and their pro- 
jections) should be an accurate index of the proportions of cortical areas, 
including the size of the prefrontal cortex. As hominid brains first began 
to enlarge significantly with respect to body size approximately 2 million 
years ago, they were not merely increasing in brain size, but in the 
proportion of prefrontal cortex and the proportion of prefrontal projec- 
tions into target fields that in other brains would be occupied with other 
sensory, motor, or limbic projections. 

Hominid brain expansion can therefore be used as an index of the 
change in its internal structure and for the degree of functional change 
associated with incremental prefrontal expansion. The increase in brain 
size traced from Homo babilis to Homo sapiens therefore is a symptom of 
prolonged selection favoring an alternative learning strategy. Almost cer- 
tainly this reflects an increasing need for combinatorial and hierarchic 
learning, even at the expense of more basic correlative learning strategies. 
These hominids were not getting smarter in any simple sense. They were 
likely getting dumber when it came to the correlative-associative learn- 
ing that is so critical for solving problems posed by physical or social 
circumstances. 

The cognitive abilities favored and enhanced by this evolutionary 
trend, however, were the sine qua non of symbol acquisition. Even learn- 
ing the simplest symbolic relationships places heavy demands on these 
particular cognitive abilities. Attention to higher-order distributed asso- 
ciations and away from those based on temporal-spatial correlations 
tends to render these other forms of associative learning somewhat less 
efficient. It is difficult to imagine what other practical domain could 
benefit from such a shift in learning style. No other species evolved this 
ability, because incremental change in learning abilities that would 
enhance symbol acquisition would be counterproductive to learning in 
the absence of symbolic communication. It is hard to imagine, then, that 
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anything other than the significant advantages of symbolic communica- 
tion (in whatever form) could account for selection pressures that would 
drive such an unusual course of brain evolution. Some simple symbolic 
communication must, therefore, have preceded and driven hominid 
brain evolution, not followed it. 

This theory of brain-language coevolution forces us to entirely re- 
think hominid origins. The restructuring of the hominid brain was not 
sudden, nor was it merely a quantitative expansion. It took place incre- 
mentally (though I leave it to paleontologists to quibble about the num- 
ber and size of the “increments,” it at least can be certain that it was not 
a one ot two step process) over the course of approximately 1.5 million 
years beginning approximately 2 million years ago with the species Homo 
habilis. The impetus behind this restructuring of the brain appears to 
have been the unusual nature of the cognitive demands imposed by 
symbolic communication, not some generalized demand on intellectual 
capacity. Selection for prefrontal expansion derives from the incredible 
demands symbol learning places on combinatorial and hierarchic learn- 
ing processes. 

This neurological adaptation does not directly account for the evolu- 
tion of complex grammar and offers no support for the idea of a modu- 
lar innate universal grammar. If anything, it suggests that the evolution 
of grammatical systems is at most a secondary issue. To the extent that 
symbolic associations are inherently and irreducibly combinatorial and 
hierarchic, any adaptation that increases the facility for producing and 
analyzing such relationships will contribute to the ability to become 
skilled at handling the sorts of computations that syntactic processes 
require. The human facility for constructing and analyzing complex se- 
quential and hierarchic relationships may also offer some insight into 
other related abilities and predispositions nascent in human brains, from 
art and music to mathematics and game playing. It shows humans to be 
peculiarly unique among species, not just for their language abilities but 
for their odd style of thinking and learning. 
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