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COG, A HUMANOID ROBOT, AND THE QUESTION OF
THE IMAGE OF GOD

by Anne Foerst

Abstract. The general typology for the dialogue between religion
and science is built on the assumption that there is an objective
world, one reality that can be described. In this paper, I present an
alternative epistemological framework for the dialogue that under-
stands all descriptions of reality as symbolic. Therefore, this under-
standing creates a new possibility for mutual enrichment between
the two dialogue partners. I demonstrate the usefulness of this
framework by applying it to the dialogue between artificial intelli-
gence (AI) and theology. I discuss an advanced AI project: Cog, a
humanoid robot. After briefly describing this project, its assump-
tions, and the emotions it creates (mainly hope and fear), I show
how the project can be enriched by theological insight. The concept
of imago Dei—the understanding of humans created in the image of
God—can be applied to the Cog project especially when it is pre-
sented in a way that takes the metaphorical character of both theo-
logical and scientific theories seriously.

Keywords: artificial intelligence; Cog; image of God; performa-
tive; robotics; symbol; theology.

A NEW APPROACH TO THE DIALOGUE BETWEEN

RELIGION AND SCIENCE

The relationship between religion and science has always been difficult.
Often marked by conflict and animosity, in academic circles the relation-
ship gradually changed into one of mutual ignorance. In the 1950s, C. P.
Snow coined the expression “two cultures” for the relationship between
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scientists and engineers, on the one hand, and theologians, philosophers,
and artists on the other (Snow 1964).

Theologians finally were forced to recognize that, within the academic
context, the acceptance of their field was diminished. Out of this position
of impotence several attempts emerged which sought to bring theology1

back into academic discourse and especially to create a framework for a
dialogue between religion and science.

The literature presents four types of dialogue.2 Even though these types
have no well-defined boundaries, this typology is generally accepted
within the religion and science community, with most of its members
identifying themselves with one or two of these types.

Conflict. The conflict type cannot even be described as a relation-
ship. Neither of the potential dialogue partners, theologians on the one
hand and scientists on the other, is willing to listen to the other. Both are
convinced that science and religion are fundamentally irreconcilable and
that only their own position is correct; consequently instead of discourse,
every conversation necessarily becomes an argument, each partner
attempting to convince the other. The ongoing battle between evolution-
ists and creationists presents a good example of this kind of interaction.

Contrast. In the contrast type, science and theology conduct
research independent of each other without any mutual exchange. The
possibility for mutual enrichment is thwarted, because people working in
the two fields hold different and mutually exclusive worldviews and are
convinced that between these worldviews no contact or mutual enrich-
ment is possible. Unlike in the conflict type, no aggression can be found
here. Participants on the two sides live in peaceful coexistence without
any exchange.3

Contact. In dialogues of the contact type, members of neither
domain are willing to accept a world divided into two different realms
between which no contact is possible. They accept differences between
the two spheres but still desire to have a constant and challenging
exchange in order to learn from each other. Their goal is to have a conso-
nant perspective on reality in which differences can be explained in terms
of different perspectives on reality and different areas of interest; the dif-
ferences are not seen as the result of different and mutually exclusive reali-
ties. This position can help theologians to modify their understanding of
creation according to new findings in science; conversely, it frees scientists
from prejudices against religious belief and religious ideology.

Confirmation. The confirmation type of dialogue not only sup-
ports interaction and mutual enrichment between science and religion
but proposes “that religion is in a very deep way supportive of the entire
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scientific enterprise” (Haught 1995, 21) because it explains the human
urge to know. This urge is understood to have led to science in the first
place. Religion here is seen as a sphere in which faith and trust are built
up, and it then enables the scientific enterprise. In practice, this type does
not restrict theology to uncritically applauding anything science has to
offer. Rather it distinguishes negative developments in science from the
scientific enterprise itself. It may criticize some research areas and techni-
cal developments, but it deeply encourages scientists’ desire for knowledge
by accepting this desire as something that rose out of religious thought. In
this way, theologians seek to encourage scientists to recognize the ele-
ments of trust and faith within their enterprise as necessary ingredients in
any search for truth.

This typology is grounded in a particular epistemology. This episte-
mology, though mainstream, does not represent the only possible set of
epistemological assumptions that can be held by people within the dia-
logue. Dialogue partners within the religion and science discourse can
apply two different sets of epistemological assumptions to the dialogue.

The first set, which I call the Cartesian approach, is centered around
the assumption that there is an objective world that can be analyzed,
described, and understood. The other set, which I call the Symbolic
approach, understands environments as socially constructed and assumes
that every description of reality is metaphorical. Under the second set of
assumptions, the typology is quickly challenged.

If we shift the discourse away from questions of cosmology, evolution,
and creation—topics usually discussed within the religion and science
community—into the realm of research in artificial intelligence (AI), the
symbolic approach seems to provide a more promising means of promot-
ing the discourse between religion and science.

THE CARTESIAN APPROACH

It is generally accepted that scientific theories are shaped by their social
context and that their form and content depend on the personalities of the
theorizing scientists (Berger and Luckmann 1966; Kuhn [1962] 1996).
However, the recognition that knowledge always includes subjective ele-
ments does not necessarily imply that the world outside of ourselves cannot
be understood through empirical evidence and be described by theories.

The beginning point of the discourse between religion and science is
therefore the belief of both dialogue partners that it is possible to develop
a description of the existing world. I call this standpoint the Cartesian
approach.4

If both dialogue partners assume that an objective representation of
reality is possible, their research will aim toward developing theories and
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world models that represent this objective description of the world.
Hence, they are not willing to take into account theories and stories about
reality that contradict their own model, because it is impossible to have
contradictory theories within a coherent world description. Attempts to
aim toward a coherent description of reality therefore often lead to
dichotomies between the scientific world model and religious world
descriptions.

The scientific world model today usually is centered around the gener-
ally accepted history of the universe: the Big Bang, the emergence of gal-
axies, our sun and our earth, the slow development of life, evolution, and
finally the rise of humankind. Examples of religious world descriptions
are the creation stories in Gen. 1:1–2:4, in which God creates the world
in six days and the Sabbath on the seventh; and Gen. 2 : 4–25, in which
God creates Adam and Eve.5 If the scientific and religious world descrip-
tions are both seen as descriptions of reality, then we have to find a way to
overcome their obvious differences.

Conflict. The first type of interaction—conflict between dialogue
partners from science and religion—tries to overcome the obvious differ-
ences between the two descriptions of reality by calling one right and the
other wrong and playing them off against each other. Members of the two
communities buy into either the scientific or the biblical world descrip-
tion and deny any validity to the competitor’s view. When science is
understood as an attempt to describe an objective reality and the Bible as
another description of this very same reality, the conflict arises as a result
of the need for a unifying, coherent representation of the world.

Contrast. The more subjective and partial character of any descrip-
tion of reality is recognized within the second type—the contrast model.
Both science and religion can be seen as describing different parts of the
same reality, parts that are not related to each other because they describe
different realms of human existence.

Contact. The third type—the contact model—tries to establish a
consonant and coherent description of reality in which both dialogue
partners can play their own important roles. Only under the assumption
that an objective description of reality is possible can religion and science
be understood as equally important contributors to the treasure of knowl-
edge about this reality and as cocreators in generating a complete picture
of it.

Confirmation. The fourth type wants to confirm the shared funda-
ment upon which science and religion are built: the hunger for knowledge
and the search for meaning in the universe. Although religion “cannot
add anything to the list of scientific discoveries” (Haught 1995, 23), it can
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support the faith of scientists in a rational, ordered universe that can be
explained and eventually understood. Here the relationship between relig-
ion and science is not seen as an exchange of knowledge that can lead to a
discovery of all mysteries of the universe. Rather, religion is understood to
provide for science a reason for its motivation and for its trust in its quest.
Science, then, can search for knowledge of objective reality supported by
theology.

All four types of relationship between religion and science presuppose
the existence of a reality independent of humankind that can be observed,
described, and understood. Scientific research is presumed to be able to
uncover the secrets that still remain. Theology can either undertake the
quest alone or support scientists in doing so.

The existence of a hidden competition between the two world models
is shown by the fact that most research within the religion and science
community is actually done on cosmology, evolution, and creation, on
questions of the meaning of the universe and whether God might fit into
the scientific world model. In the first type, conflict, the competition can
be embodied in the religious camp by a strict denial of descriptions of
reality that differ from those found in the Bible in literal form. This type
depends most strongly on the Cartesian assumption. The introduction of
an alternate epistemological assumption could diminish the aggression
and prejudice that mar the relationship between the religious and scien-
tific communities.

THE SYMBOLIC APPROACH

In 1970 Humberto R. Maturana inaugurated an interdisciplinary dis-
course on questions of cognition in which other biologists as well as
ethologists, philosophers, and psychologists engaged (cf. Maturana 1970).
By questioning the Cartesian assumption, they established a forum from
which a whole new set of epistemological assumptions could emerge.
Their thought was grounded in a rejection of the existence of an objective
reality. In this context, all knowledge was understood as socially
constructed. The movement was for that reason called constructivism
(Maturana and Varela 1987; Schmidt 1987; Watzlawick 1984).

The symbolic approach does not go as far as constructivism in that it
does not reject the Cartesian assumption; without the Cartesian assump-
tion most scientific research would be impossible because all empirical
evidence would become questionable. But in the spirit of the playfulness
found at the beginnings of constructivism, I would like to set the Carte-
sian assumption aside. This playful reasoning is best exemplified by
gestalt problems. In looking at figure 1 (Goldstein 1989), people might
have endless debates about whether the figure represents two faces or a
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vase. Both descriptions are equally valid, and if one mentions only the one
without the other, the description of the figure is not complete.

This togetherness of equally valid but different descriptions of reality
also can be found within the Cartesian approach: Under the contact
model, people might argue that one interpretation represents a scientific
description of reality whereas the other interpretation represents the theo-
logical approach.

The symbolic approach in learning from constructivism, however, goes
one step further and introduces the element of construction. Figure 2
(Kanizsa 1979) can from a Cartesian point of view be described only as a
picture of three incomplete circles. The triangle we see in the center does
not exist but is constructed by our perceptual apparatus. Nevertheless, it is
as valid and as real for the viewer as the circles. Any argument over its real-
ity must come to no conclusion unless both dialogue partners perceive it.
The existence of the triangle cannot be proven empirically; for those view-
ers who are able to perceive it, however, it is as real as the circles.

Figure 2 captures the symbolic approach for dialogue between religion
and science quite well. Both scientific and theological descriptions of real-
ity can be seen as partly constructed and dependent on our perceptual
apparatus and maybe even our personality. Each description refers to parts
of who we are and answers a different type of question.

This playful reasoning leads to the question, What might happen to
the religion and science dialogue if its participants no longer searched for
a valid description of reality but instead attempted to establish a new
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Fig. 1. Rubin’s reversible face-vase figure.

Source: Sensation and Perception by E. B. Goldstein, 3d. ed. Belmont,
Calif.: Wadsworth. Public domain.



community that attended not only to the quest for truth but also to the
fulfillment of existential needs and quests beyond scientific reasoning?

Religion has always sought to fulfill existential needs, and most
descriptions of reality have been subordinated to this end; an increasing
number of biblical scholars therefore interpret the Bible, not as an
attempt to describe an objective reality, but as a collection of stories that
reveal aspects of our existential desires and needs.6 Religion therefore must
use myths, metaphors, and symbols (Hefner 1993, 173) because it cannot
express these topics properly otherwise.

In AI, the term symbol is used in two ways. A symbol can be a mathe-
matical sign (e.g., ) which is context-free and stands for a variable, a
relation, or a mathematical operation. In a broader sense, symbols are
opaque and discrete entities; their meaning cannot be revealed by analyzing
their structure. They get their meaning only by their relative position in a
program and, hence, by the effect they have on the program’s execution.

In the context of the symbolic approach, the term symbol is used in a
transcendent sense that includes the immanent symbol understanding of
AI. A symbol—etymologically συν (together) and βαλλειν (to throw)
—brings together two different spheres; it points beyond itself to some-
thing else and participates in both realities. In doing so, “it opens up levels
of reality which otherwise are closed for us” (Tillich 1957, 42). Symbols,
then, play an important role in our construction of meaning and the real-
ity around us.
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Rather than take scientific theories and theological concepts as mere
descriptions of reality, I want to understand them as symbolic hints
toward something deeply connected to who we are. Science in this con-
text can be interpreted as not simply adding to the treasure of objective
knowledge about the world and ourselves under the Cartesian assump-
tion. Rather, its description of reality “comes across to us as yet another
story that tells us about ourselves” (Hefner 1993, 12). In this approach,
we can recognize the universal character of metaphors; their essence “is
understanding and experiencing one kind of thing in terms of another”
(Lakoff and Johnson 1980, 5). Metaphors, then, can be used not only to
describe something but also to create a symbolic connection between two
different spheres.

Because symbolic and metaphoric language transcends reality and con-
nects different spheres which, in the Cartesian realm, might be contradic-
tory, it is very powerful and for existential questions might even surpass
“in quality and strength the power of any nonsymbolic language. One
should never say ‘only a symbol,’ but one should say ‘not less than a sym-
bol’” (Tillich 1957, 45).

If we can approach the dialogue between religion and science from this
perspective, it gains a new gestalt, and the typology described earlier is
radically challenged:

• The conflict type, as shown above, is dependent on the Cartesian
assumption. It cannot emerge in a dialogue in which each partner
accepts the other as someone whose story can be added to our intui-
tive self-understanding and our grasp of the meaning of our lives.

• Because the stories of science and religion are in many ways funda-
mentally different from each other, there will always be a large body
of symbols that are difficult to share; most of these cannot even be
communicated, because the participants in the dialogue are unlikely
to have been deeply trained in both areas. However, coexistence
without exchange cannot last if both partners recognize the limits of
their own symbols; they will be interested in symbols that point to
levels of reality different from those of their own stories.

• Contact emerges automatically, but the exchange will not be under-
stood as a construction of a coherent and consonant description of
reality. Rather it will be understood as a collection of symbols,
myths, and stories that describe different facets of our daily experi-
ence and our search for meaning.

• The fourth type, confirmation, recognizes under the Cartesian
assumption the need of scientists to integrate existential questions
into their research and not to abstract their research from their daily
life as persons. It does, however, reduce theologians to mere
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counselors who analyze scientists’ motivations; it does not acknowl-
edge that theology too can add to the treasure of stories about our
human reality. Using the symbolic approach, scientists learn from
theologians in both respects, whereas theologians come to under-
stand in a much deeper way the hunger of scientists for knowledge.

I now apply this framework to dialogue between theology and AI. I
first describe Cog, a humanoid robot, and briefly outline the emotions
that arise when the project is understood in a Cartesian manner. I also
show to what extent Cog can be understood as a metaphor that eluci-
dates a particular perception of ourselves. Then I discuss the theological
symbol of the imago Dei—the understanding of humans created in the
image of God. Finally, I integrate both symbols into the framework of
dialogue and highlight some aspects of the picture of us they create in
combination.

COG, A HUMANOID ROBOT

Cog, a humanoid robot, is currently under construction at the Massachu-
setts Institute of Technology Artificial Intelligence Laboratory (MIT AI
Lab). The project qualifies for an analysis in this paper for two reasons.
First, it is a project of Embodied AI, a new camp within AI, and most of
the arguments against Classical AI do not apply to this research. There-
fore thinking about Cog forces one to search for new ways to criticize.
Second, Cog is a realization of a very old dream of humankind: the repro-
duction of a human. Thus, it rouses many emotions, from fascination on
the one hand to fear on the other. An analysis of these emotions leads to
new insights about the possibilities for dialogue between religion and
science.

I first describe the philosophy of Embodied AI and Cog as a part of
this research. I then list standard arguments against AI and show that they
are not valid for Cog. Finally I will develop some ideas on how to use Cog
as a thinking tool to create possibilities for the mutual enrichment of AI
and theology.

COG AS AN EXAMPLE FOR EMBODIED AI. AI is a relatively new
area of research. However, in its history there have been several paradigm
shifts that changed not only technical applications but also AI’s self-
understanding (Varela 1993). All these shifts centered around the ques-
tions of what intelligence is and how one might build an intelligent
machine. In the Classical AI approach, researchers seek to reconstruct and
understand tasks which they believe require intelligence and to build
them into machines. In all these attempts, they abstract intelligence from
the hardware on which it runs. They seek to encode as much information
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as possible into the machine to enable the machine to solve abstract prob-
lems, understand natural language, and navigate in the world.

This approach has always been questioned, and several attempts have
been made to change the goals of AI. Currently, another shift is taking
place: Some researchers are again rethinking this concept of AI and, for
several reasons, question the approach of simulating human intelligence
on a machine (Brooks 1990, 1991; Brooks and Steels 1995).

Embodiment. The emerging camp holds that it is impossible to
abstract intelligence from bodily features and bodily conditions; conse-
quently, the researchers call their new direction Embodied AI. Intelligence,
so their creed states, cannot be implemented on a disembodied machine.
On the contrary, intelligence emerges only in bodies and is dependent on
bodily features and conditions. An ant has a different body and lebens-
raum from a horse, so they have developed different abilities and intelli-
gent tasks which serve their respective needs.

Hence, Embodied AI researchers build robots as embodied entities that
interact with their real environments; the emphasis lies in the development
of hardware. According to their philosophy, human intelligence can emerge
only in a body that is as humanlike as possible. For this reason any entity
with humanlike intelligence must have a body that is built in analogy to a
human body. Because Cog is an attempt to rebuild a humanlike creature,
its shape is close to the shape of a human. To date, Cog has a head, a neck,
a torso, two arms, and two hands. All these parts have degrees of freedom
similar to the parts of a human body and are humanlike in shape.7

Interaction. A creature’s body is important because it shapes the
creature’s intelligence, since every creature interacts with its environment.
The body and the environment correlate with each other, and the body’s
shape evolves during evolution according to the body’s environment and
the need to survive in it.

Consequently, besides embodiment, the key to intelligence is interac-
tion with the environment, and Embodied AI lets its creatures interact
with real-world situations. To “build a system that is intelligent it is neces-
sary to have its representations grounded in the physical world. . . . The
key observation is that the world is its own best model. It is always exactly
up to date. It always contains every detail there is to be known. The trick
is to sense it appropriately and often enough” (Brooks 1990, 4).

Embodied AI systems are grounded in the world by means of multiple
sensors that feel their environment, and actuators that communicate with
it. This enables instantaneous reactions to sudden changes and flexible
behaviors for anything the natural environment requires.

There is another reason for the emphasis on interaction, however,
which is also rooted in the philosophy of Embodied AI and can be
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understood as a reaction against Classical AI. Classical AI approaches try
to build intelligence by implementing isolated parts of intelligence; stan-
dard topics are chess playing, theorem proving, and problem solving.
Many people have criticized that approach; there has especially been a tra-
dition of feminist critique against this selection of skills for replicating
intelligence. The men who started AI were mathematicians, experts in
their field, and so these skills came naturally to them. “And they said, hey,
if it proves a theorem or plays chess, it must be smart” (Athanasiou 1985,
17). However, they ignored the fact that other people might select totally
different skills for defining intelligence. Especially women, because of
their daily experience, might chose different abilities: They often value
social skills more highly than abstract, disembodied tasks. According to
the feminist critique, the skills chosen by mathematicians are not only dis-
embodied but estranged from any human’s daily experiences in his or her
bodily surroundings.

Embodied AI researchers take this critique seriously and redefine intel-
ligence as the ability not only to interact with a constantly changing envi-
ronment but also to act socially. The ability to act socially and form
relationships is one of the most important tasks for survival. Chess and
theorem proving are here seen as by-products and not as the core of
intelligence.

The idea that Cog can develop similarly to humans only if it experiences
similar bodily conditions is therefore another reason for the human form of
Cog. Its builders hope that its outward appearance will motivate people to
interact with Cog as with a human. Cog already has learned the rudiments
of eye contact and grasping—both necessary abilities for nonverbal social
interaction. Its builders hope that Cog will improve these abilities and
develop new ones when it interacts with humans. Its body, then, can be
seen as a tool for learning social skills and entering into relationships.

DISTRIBUTION. Parallel methods have already proven their useful-
ness, but the brain is still usually understood as the central unit of any
intelligent system and the body as machinery that is controlled by the
brain. In Embodied AI, new architectures are created which consist of sev-
eral independent processors and units, loosely related to one another. Each
single unit has many sensors and actuators to interact with its environ-
ment; the overall behavior of the whole system emerges from the simple
behavior of the smaller parts. Robots with this architecture were built and
were successful in many ways (Foerst 1996b). One might say in criticism
that the emergence of complex behavior is usually not foreseeable, but
what can be achieved with these new architectures still remains impressive.
Cog for that reason does not have a central unit but is a distributed system.
The distribution is twofold, involving hardware and software.
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Hardware. The hardware distribution is implemented on three dif-
ferent levels. Every single joint has motor control primitives that run on
very slow processors; these processors are built into the joints and work
only locally. The slow processors are connected with brainboards that
consist of faster processors and slots that can connect each of these brain-
boards with up to eight other ones. The brainboards run more complex
behaviors and can control several parallel processes, and because they are
connected they can communicate with each other and create overall
behavior. The choice of these still slow processors is also rooted in the Cog
philosophy because it forces the engineers to adjust their design to the
processors’ speed. Human neurons also are relatively slow, but because the
brain has myriad connections and a complex and efficient organization, it
is able to perform its incredible tasks. Only for processes such as vision
and hearing, which require a huge amount of signal and information
processing, do the engineers use Digital Signal Processing (DSP) chips.

Software. The distribution of the hardware is mirrored on the soft-
ware level. A hardware component does not have only one correlating
software entity; instead of huge and complex programs, the engineers
develop small independent units. Besides its flexibility, the software archi-
tecture has the advantage that every new behavior or ability can easily be
integrated into the software without interfering with the rest of the
system.

DEVELOPMENT. Classical AI approaches often try to simulate the
intelligence of an adult, forgetting that intelligence is a product of devel-
opment. Jean Piaget and several developmental psychologists of his school
have suggested that children’s development is not continuous but happens
in several stages; at each stage a child has different abilities which often are
learned independently and later combined. With his research, Piaget
showed that children are not just little adults with fewer abilities but are
different and special in their own right.

The Cog researchers take this into account by understanding intelli-
gence as a result of the development process; hence, they attempt to
rebuild a newborn intelligence which develops according to the findings
of developmental psychology. The tasks Cog learns to perform are those
of newborns. It will learn turn taking, hand-eye coordination, grasping,
face recognition, and the rules of social interaction. These skills are not
very sophisticated, but they are not trivial either. They are a class of prob-
lems the Cog group tries to solve, a class that fits the philosophy that
intelligence is a result of evolution in general and the phylogenesis of
humans in particular. All these tasks are put together in one single robot.
Instead of being developed independently—as is done in other projects
—they are built together, and the tasks can use each other to learn.
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COG AS A THINKING TOOL. The Cog research pursues two goals:
first, to create a prototype general-purpose, flexible, and dexterous autono-
mous robot, and second, to study human development after birth (Brooks
and Stein 1994). The second goal especially is ambiguous; we can learn
something about humans from robots only if we assume that their differ-
ences are marginal and not qualitative. This apparent equality reveals the
understanding of humans underlying this research: that we, like robots,
can in principle be analyzed completely because we function entirely by
mechanical and systematic laws which can themselves be rebuilt.

Rather than analyze the adult and disembodied intelligence and
rebuild that, Embodied AI recognizes the importance of embodiment,
interaction with the world, social contacts, development, and a machinery
that does not center around a single agency but consists of different inde-
pendent but connected modules which together contribute to the emer-
gence of intelligence. Because of this philosophy and its realization in
Cog, Embodied AI is difficult to criticize. Arguments that qualitative dif-
ference between humans and machines make Cog’s success impossible
seem, from the perspective of the Cog team, unfounded.

But still this understanding of humanness, the identification of
humans with machines, creates fear and animosity toward the Cog proj-
ect, for two reasons:

• We usually do not expect a machine to interact flexibly with us. We
associate characteristics like obedience, reliability, and inflexibility
with machines; characteristics which are very different from ours.
The interaction with Cog, however, is unlike that with a normal
machine. If one experiences Cog’s sometimes anthropomorphic
behavior—for example, when it makes eye contact or grasps objects
with its hands—even visitors who think very positively about the
project feel uncomfortable about Cog’s humanlike behavior.

• These emotions might arise because in our interactions with Cog,
little distinguishes us from the robot, and the differences between it
as a machine and its human counterparts fade. This experience
makes us aware of the human machinery and seems to diminish
human uniqueness and specialness. This intuitive fear is supported
by the findings of cognitive science, which reveal an increasing
number of mechanisms in the human system. Even for seemingly
nonrational phenomena like emotions, functionalist theories
(Damasio 1994) exist. These theories will be implemented in Cog.
Their successful implementation in Cog might support the main
theory that we are nothing but machines.

However, perceiving ourselves as kinds of machines contradicts our
intuitive self-understanding. Opponents, for that reason, try to prove this
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understanding of humankind wrong by listing the differences between
humans and machines. They list the things that humans can do and com-
puters cannot do (Dreyfus 1979); they list the abilities humans have that
can be neither built nor found in animals: self-consciousness, emotions,
and creativity are some of the most common arguments against any
potential equality of Cog and us. But the more secrets that projects like
Cog seem to reveal about mechanisms that underlie certain behaviors and
tasks, the farther this kind of argumentation has to retreat. And the more
people still use this argument, the less they are taken seriously by AI
researchers.

The argument given by Cog’s builders against this type of attack is
twofold. First, they say that phenomena such as consciousness are illusory
(Brooks and Stein 1994, 12). Phenomena such as consciousness have no
physical property and cannot be correlated with particular body parts or
particular bodily procedures. These phenomena arise because our brain is
complex enough to abstract and categorize certain processes and analyze
them. Phenomena such as emotions arise from chemical reactions in the
body and their reflections and responses in the brain (Damasio 1994,
127). Using this materialistic approach toward all complex phenomena
that seem to be exclusively human, Cog’s builders also can argue that Cog
is built according to all these materialistic findings; as Cog becomes
increasingly complex, it might develop the same complexity and hence
develop the same illusions.

If we want to establish a dialogue in which the two partners exchange
stories, we have to search for new ways of arguing. There is a strong need
to argue with the Cog anthropology: even if the understanding of humans
as machines is supported by neurological and psychological findings, we
still believe intuitively that we are not like machines. However, we must
recognize that the fears described above emerge under the Cartesian
assumption. Only if we take Cog as a possible replica of ourselves and per-
ceive it as a nearly objective description of a human can it create such
strong emotions and lead to these fruitless arguments.

If we use the symbolic approach, we can take Cog as another story tell-
ing us something about ourselves. This enables us to free ourselves from
fear and anxiety about it; if Cog is yet another story about humanity we
are free to accept the mechanisms it reveals but still believe in our intuitive
self-understanding.

THE IMAGE OF GOD AS PERFORMATIVE

The intuitive self-understanding, by which people perceive themselves as
being more than machines, has its counterpart within the Judeo-Christian
context in the symbol of the image of God.
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Then God said, “Let us make humankind in our image, according to our like-
ness; and let them have dominion over the fish in the sea, and over the birds of
the air, and over the cattle, and over all the wild animals of the earth, and over
every creeping thing that creeps upon the earth.” So God created humankind in
his image, in the image of God he created them; as male and female he created
them. (Gen. 1:26–27)

Whoever sheds the blood of a human, by a human shall that person’s blood be
shed; for in his own image God made humankind. (Gen. 9:6)

These biblical citations are the only places in the Hebrew Scriptures in
which the image of God is mentioned; later, in the New Testament, some
theologians, especially Paul, refer to this concept. An unequivocal defini-
tion is never found. Throughout Jewish and Christian history, various
theories have been given as to its meaning. The church fathers as the cen-
tral figures in early Christianity identified the image of God with νουσ or
mens; both refer to the highest part of humans, the residence of reason,
knowledge, understanding, cognition, freedom, love, and virtue. But
these special abilities were always seen as a consequence of humans’ par-
ticipation in the divine. The identification of the image of God with
human abilities and features is still found in many contemporary theories,
from bodily descriptions to concepts of the soul. Under the Cartesian
assumption, we must indeed ask for some empirical evidence for the
image of God and find some univocal definition.

The symbolic approach, however, enables us to look at the concept of
the image of God (imago Dei) differently. It does not take Genesis 1 as an
abstract definition of humankind but as a story of the Creator and his
creation. Martin Luther defined the theological concept of the imago Dei
in the context of Gen. 2:7: Humans share bodily existence with animals,
but the image of God distinguishes us from animals because it is an
expression of God’s consolation to humans; it describes the relationship
between God and humans. The image of God, then, cannot be identified
with particular skills and abilities but is God’s promise to start and main-
tain a relationship with humans.

The story describing an ongoing relationship between God and
humans is as valid and reasonable as the one describing humans as merely
mechanical and material entities. However, it requires more of a founda-
tion, because the assumption of God is more likely to be rejected today
than is the assumption that every phenomenon can be reduced to empiri-
cal events.

With Oswald Bayer (1994), I would like to characterize God’s affirma-
tion of the image of God as performative. This term was introduced by the
linguist and philosopher John L. Austin (1975). He defined it as a speech
act which constitutes a new reality. Common examples of performatives
are Congratulations! or Thank you! in which the act of congratulation or
thanks is performed by the act of speech. In our context the most
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important is the performative I promise you! which creates a new relation-
ship between I and you, which changes and modifies the old relationship
—at least for a moment.

The image of God as promise, understood as performative, is an act, a
creation of something new. It creates a relationship which did not exist a
moment earlier. This relationship can be destroyed only if the promise is
broken. The criterion for the truth of the relationship is God’s promise of
faithfulness: humans can rely on it beyond their possibilities and mistakes;
they can rely on it for themselves and their neighbors.

However, the performative of the image of God is different from a
promise, because it can be effective only if the listener, the human, trusts
the speaker, God, and God’s message. The efficacy of performatives in the
name of God depends on the faithful approval of the listener. They are
ineffective if the listener does not have any faith. Within the Cartesian
assumption, the listener might ask for evidence of the existence of God
and God’s reliability. But the truth of the image of God can be found only
in that area which initially was constituted by the affirmation. It lies in the
relationship between the speaker—God, who becomes known to us only
with this affirmation, and who, aside from this affirmation, does not exist,
because God does not want to exist for us otherwise—and the listeners in
their situations within their personal life histories and the world’s history
(Bayer 1994, 447).

Every person on that ground has the freedom to believe in the image of
God as just another story. If not taken literally but as a symbol, the image
of God then supports our intuitive self-understanding in three main
points:

Humans Are God’s Partners. We experience ourselves as persons,
individuals who are special. The image of God as performative supports
this self-experience. However, it is not a definition of humankind. It is the
symbol of God’s promise to humans by which God elects us as partners.
In humankind God has created beings God can talk to, beings who listen
and answer (Westermann 1986, 22). The concept of the image of God is
not proof of human uniqueness but tells an effective story about every
person’s value and dignity.

Humans and Animals Are Equal. We intuitively experience our-
selves as distinct from all nonhumans and attempt to draw lines between
ourselves and animals. This sense is supported in Genesis 1, where the
only content of the image of God is found in its task: human dominion
over the earth. This sentence has often been taken as justification for
exploitation and destruction of nonhuman creation. But in the light of
God’s promise, we might interpret these words differently: in being cre-
ated in the image of God, humans were assigned responsibility. Human
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dignity and responsibility cannot be separated from each another (Wester-
mann 1986, 22). Humans are the rulers, but only so long as their rule
serves the ruled and not themselves. Dominion is understood more as an
obligation and responsibility in Gen. 1:28–29: Humans and all other liv-
ing beings need food and all of them get their food from God. Humans,
then, play a much greater role in creation when understood as a part of
creation than is allowed under a literal understanding of creation. If we
interpret humans as an integrated part of creation, the nonhuman crea-
tion gets its own value and dignity. The creation of humanity “has a retro-
active significance for all nonhuman creatures; it gives them a new
relation to God” (von Rad 1961, 58).

Humans Need Community. The last understanding we are given of
the image of God is that it was given to man and woman. The Hebrew
text is difficult to translate into English, but it says that God creates a
human (a singular form) as man and woman; both together are an image
of God. In the creation story of Gen. 2:4–25, God says, referring to
Adam, “It is not good that the man should be alone” (Gen. 2:18).
Humans are consequently created as social beings.

To summarize, the biblical story of creation tells us a story about our-
selves. It gives reason for our intuitive understanding of ourselves, for
human dignity and personhood. It reminds us that we are part of creation
and responsible not only for our neighbors but also for the nonhuman
creation, which received dignity as well. We are finally reminded that only
in community can we live up to these expectations, because we reach the
peak of who we are only within society.

CONCLUSION: HUMANOIDS AS PART OF GOD’S CREATION

If the Image of God is understood as a story, Embodied AI does not con-
tradict the points revealed in the biblical story of creation. Quite the con-
trary: If we take both Cog and the performative of the image of God as
existential stories, they are mutually enriching and together create new
perspectives on human reality, human dignity, and the meaning of life.

To summarize the stories, Cog and the image of God tell us about our-
selves: I have argued elsewhere (Foerst 1996a) that the mechanistic
anthropology assumed in cognitive science and found in the Cog project
promises to rationalize many human ambiguities and sorrows and there-
fore explain them away; if we could be analyzed completely and reduced
to mere mechanical entities, most of the problems of humankind could be
solved. All diseases could be overcome and every painful psychological
problem could be treated properly. Most suffering could be resolved
because the reasons could be analyzed completely and any suffering prop-
erly treated. This is the promise of cognitive science research that makes
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so many people endorse this understanding of themselves. It is also the
reason why so many people oppose the research, because it reduces
humans to mere machines.

Although the mechanistic anthropology assumed in the Cog research
seems to contradict concepts like personhood and dignity, Cog, like many
other projects of cognitive science, can be understood as a story telling us
something about the underlying mechanisms that make us the beings we
are. It tells us the story of who we are from a functionalist point of view.
Thus, it might help us to analyze our mechanisms, develop cures for dis-
eases and mental illnesses, and create strategies for dealing with problems
of human integrity and interaction. And the Cog research with its under-
lying anthropology might give us some consolation for suffering, because
it explains it in mechanistic terms and thus explains it away.

However, the Cog research does not tell us an exclusive story but
leaves room for our intuitive self-understanding. Because the image of
God tells us a story about our creation and our biological system, we
are free to accept its mechanisms and grateful for the gift of being cre-
ated in God’s image. We can see our mechanisms and our dignity at the
same time.

Realizing the difficulties emerging in the construction of Cog and fac-
ing the fact that every newborn has more abilities than Cog has so far, we
can gain new respect for the wonders of the complex human machinery.
All the difficulties arising in the Cog project and the likelihood of its fail-
ure lead to new respect for the human being.

The image of God does not distinguish us qualitatively from animals
and for that reason cannot distinguish us qualitatively from machines.
Research such as that on Cog can make us modest because it demon-
strates many of our features through functionalist methods and illumi-
nates all the mechanisms we share with other biological systems. In doing
so, it can teach us the right understanding of dominion as a caring and
respectful life shared with animals in one world.

Cog is a creature, created by us. The biblical stories of creation describe
us and all living beings as creatures created by God. On that ground,
God’s creative powers are mirrored in Cog. The Cog project also tells us a
story about the human creative powers that are a part of the image of
God. The Cog project does not necessarily have to be understood as a
hubristic attempt to be like God but can be seen as a result of our God-
given imagination and courage to create something new.

The Cog research then can explain our fascination with complex tech-
nologies and is an ambitious example of the human drive toward the
impossible. It also mirrors the human desire for knowledge about our-
selves, which is rooted in faith and trust. The confirmation type of dia-
logue between religion and science, the fourth of the types described
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above, confirms this trust and might free researchers in such projects as
Cog to recognize the existential stories on which their research is founded.

Finally, the Cog research can tell us something about ourselves if we
analyze the emotions that emerge in its context and if we analyze people’s
reactions to it. Why do some people find the research fascinating and
through it try to learn something about themselves? Why has it always
been a dream of humankind to rebuild itself? On the other hand, why do
most stories about successful attempts to create an android contain a
moment in which the man-made creature rebels against its creator and
often destroys him?8 Why do we become anxious if we see a machine
which looks a little bit like us and behaves anthropomorphically?

If the image of God and Cog are both taken seriously and conceived of
as stories about ourselves, both reveal their symbolic character. These sto-
ries point beyond themselves and open up realms that would otherwise be
closed to us. The Cog research alone could only talk about human mecha-
nisms; in the context of creation it tells the story of the wonders of per-
sonhood and dignity and of the performative of the image of God. The
image of God alone could only talk about human uniqueness and special-
ness; in the light of the Cog research it points to our functionalist system,
to our biological dependency, and to our finiteness, which motivates us to
start such ambitious projects. Together they enrich each other and create a
new perspective on human reality.

NOTES

Many thanks to Don Kunkel, Jon Doyle, and Jonathan Allen for comments on this paper. My
thanks also to Brian Scassellati for advice especially on gestalt problems, and to other members of
my research group at MIT, Rodney Brooks, Cynthia Ferrell, Stephanie Forrest, Matt Williamson,
and Deniz Yuret, for advice for the part on Cog. Finally I express my appreciation to the German
Research Society (DFG), which funds this research.

1. It seems important to explain my use of the terms religion and theology. The word religion has
been so broadly used that it makes the word theology less accessible to the discourse which has sur-
rounded the interrelationship between the two fields. In this paper, however, I use theology in a
more specialized sense, to represent a particular approach to the study of religion—that of the
Judeo-Christian approach to religious scholarship. This reduction is not at all ideological but re-
sults from my background and education. I hope that others will broaden my quest with ap-
proaches from other religions’ viewpoints.

2. Ian G. Barbour (1990) first described the four possible ways in which science and religion
can be related to each other. John F. Haught (1995) later modified the typology. In the following
summary I follow Haught because his alliterative names for the four types are more mnemonic.

3. Often quoted in this context is Karl Barth. He writes in the introduction to the third part of
his Church Dogmatics—his work on creation—that he would not deal with scientific questions on
creation. He says that for the understanding of creation within the context of the Bible and the
Christian church, science cannot present any comments, questions, or support. Science must have
its own free room beyond the Christian story of creation and creator. Theology must be free,
whereas science, which wants only to be science and not to have any hidden religious doctrine, has
its given boundaries (Barth 1945).

4. René Descartes (1596–1650) is usually understood as the father of the subject-object sepa-
ration which initiated the rise of modern, empirical science (cf. Damasio 1994).
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5. It is generally accepted within Hebrew Scripture scholarship today that the two creation sto-
ries were written about 300 years apart. Mainstream exegetic research today understands the Pen-
tateuch as consisting mainly of three layers. J (for JHWH, the name of God), the oldest layer, was
written around 800 BCE, around the time of Solomon. The J account starts in Gen. 2:4 with the
story of Adam and Eve. Another layer, known as E because it uses Elohim for God, then edited J.
The youngest layer is P, named after a group of priests who during, or shortly after, the Babylonian
exile gave the Pentateuch its present form. They included the first creation story in Genesis 1, into
which some Babylonian scientific knowledge has been integrated.

6. Rudolf Bultmann’s attempt to demythologize the New Testament (Bultmann 1957, 1985)
can be seen in this context. As he tried to reveal myths in the gospels, he came to an existential un-
derstanding of most texts. One example is the story of Jesus walking over the water (Mark 6:
45–51); Bultmann claimed that the water was a myth of chaos which cannot be controlled. The
Gospel, then, does not describe a miracle but tells a story about Jesus conquering chaos and uncon-
trollable forces. The same trend can be seen in parts of Hebrew Scripture scholarship. Many theo-
logians inquire whether the Scriptures were meant as mere descriptions of history (Gunneweg
1978, 1989) and show to what extent even genealogical texts present a specific theology (Oeming
1990).

7. The appearance of Cog and its progress can be viewed on its web page, http://www.ai.
mit.edu/projects/cog/.

8. So far I have not come across any story in which the Creator is actually a woman.
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