
Carl S. Helrich is Professor of Physics at Goshen College, 1700 South Main Street,
Goshen, IN 46526; e-mail carlsh@goshen.edu.

More Reflection on Physics
IS THERE A BASIS FOR TELEOLOGY IN PHYSICS?

by Carl S. Helrich

Abstract. The basic laws of physics for particles and fields can be
formulated in terms of variational principles.  The initial develop-
ment of a variational principle had distinct teleological implications.
The formulation of physical laws in terms of variational principles is
outlined with specific reference to classical and quantum mechanics
and field theory.  Because of time irreversibility no variational prin-
ciple exists for thermodynamics.  In order to obtain time irreversibil-
ity molecular trajectories must be abandoned in the lowest-level
description of complex multicomponent systems.  A more open set
of possibilities results.  I suggest that this may be more consistent
with a modern teleology.
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Physics is an experimental science.  The laboratory of our experiments is
the universe, and we tease our data from sources as diverse as radio tele-
scopes and atomic force microscopes.  On these data we have built our
present understanding of the universe adhering to a philosophical position
that comes from Isaac Barrow and Isaac Newton and has been restated
more recently by Paul A. M. Dirac (Helrich 2006).  Out of this we have
constructed our present understanding of the basis of the universe.  This
understanding is in the form of a set of laws in mathematical form and is
always tentative.  The final arbiter remains the laboratory.  But theory and
laboratory experiment are so tied together that physicists cannot easily claim
a complete distinction.  Albert Einstein pointed out that theory tells us
what our experiments mean.
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Mathematics plays a prominent role in physics.  On the surface we can
claim that because physics deals with measured quantities the role of math-
ematics is self-evident.  Such an explanation is insufficient, however.  There
has not always been unanimity on the role of mathematics in physics.  At
this time in our history there is no question that mathematics is the lan-
guage of physics, and language is very important in any intellectual pur-
suit.  But the role of mathematics in physics differs from that of language
in discourse.

Mathematics is separate from physics, and the development of math-
ematics is a creative activity that exists independently of theoretical phys-
ics.  Almost any development in mathematics finds an application in
theoretical physics.  Examples are the use of matrices and group theory in
the quantum mechanics, of tensor analysis relativity, and of fractal geom-
etry in nonlinear dynamics.  But the mathematical developments were not
undertaken to solve any difficulties in the physics.

Mathematicians are also divided on the philosophical question of whether
mathematics is simply a creative product of the human mind or something
that already exists and is being discovered.  Regardless of where we find
ourselves on this question, we must recognize that our mathematical rep-
resentation of the laws of physics, and the relationships among those laws
deduced from the mathematics, reveals a striking relationship between the
mathematics and the organization, structure, and function of the universe.
This, declared Eugene Wigner (1960), is a miracle and a gift we neither
understand nor deserve.  As a result we can claim with confidence that the
mathematical consequences we may deduce from the laws of physics are as
rigorously correct as the original laws.

This is one of the roles of theoretical physics.  At any stage in the devel-
opment of science we may ask questions about the broader implications of
the laws as we understand them at that time.  In a certain sense this work-
ing with the laws of physics and investigating the implications of those
laws is doing what Thomas Kuhn called normal science.  We are not at-
tempting to investigate anomalies that may lead to new understanding of
the structure of the universe.  Our results may suggest further experiments
and areas for investigation and may lead to new applications, or we may be
simply asking questions about general implications of the laws, which may
even lead at times to metaphysical speculation.

Physicists are notoriously reticent to make any fundamental metaphysi-
cal statements publicly.  This reticence has any number of sources.  It is
possibly related to a collective memory of attempts to generalize physics,
such as those in the late nineteenth century by the energetists (Cercignani
1998).  In some cases the reticence may be a result of a strain of agnosti-
cism or even atheism that runs through the physics community.  So, even
as we obtain what may appear to be generalizations we are very hesitant to
consider these as indications of teleology.  Nevertheless, there is a distinct
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thread that runs through theoretical physics that can be interpreted as evi-
dence of teleology.  It is this thread that I discuss here.

In the discussion I am as clear as I can be about the physics without
using any actual mathematics.  I feel obliged to present the situation with-
out any personal interpretations.  I leave those to the reader.  And the
reader will see that an interpretation is ambiguous.  Physics will continue
to refuse a commitment to a specific metaphysics other than that already
inherent in science.1

I consider first the general formulation of physical laws and then the
representation of these laws in terms of variational principles.  The history
of the development of variational principles in optics and mechanics I out-
line in some detail for the understanding that it brings of the underlying
teleological ideas originally present.  Essentially all of physics, with the
exception of thermodynamics, can be formulated in terms of variational
principles, as is shown here.  The requirement for the formulation is a time
reversibility in the basic laws.  Thermodynamics is time irreversible, and a
formulation in terms of a variational principle fails.  I explore the conse-
quences of this and suggest that the more open system required by ther-
modynamics is more in keeping with a modern perspective on teleology.

FORMULATION

Physicists adhere very closely to the prescripts of an experimental and math-
ematical philosophy.  But this is not done blindly.  Interpretation and hu-
man judgment are always parts of the formulation of physical laws.  During
certain periods in the history of science we can point to the logical connec-
tion between classic laboratory experiments and mathematical law.  We
can even present a basic chronology of the development, which meets our
classroom objectives.  An example is the path that led to the final formula-
tion by James Clerk Maxwell of the laws governing electromagnetic fields.
However, while we present this to our students as a beautiful mathematical
structure emerging neatly from a set of classic experiments, we realize that
the hunches and genius of people like Hans Ørsted and Michael Faraday
are not described neatly in the mathematical picture we are developing.

Perhaps we understand more fully the role of human thought and the
presence of the unknown when we look at the story of the development of
quantum theory and the eventual emergence of quantum mechanics in
the last century, because this took place over a brief span of time.  The
quantum theory, however, has also compelled physicists to confront deep
questions.  If we believe that the quantum theory presents us with funda-
mental truths about the universe, we must ask these deep questions—and
we find ourselves in the territory of philosophers and theologians.

In general the laws of physics are represented by sets of differential equa-
tions.  Differential equations describe the small change in one quantity
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that results from small changes in other quantities.  Because the experi-
ments from which the laws are formulated are conducted with finite bod-
ies undergoing finite changes, the laws often are first formulated in what is
termed an integral rather than a differential form.2  However, a formula-
tion in terms of differential equations is normally more powerful in appli-
cation than the integral formulation, so we reformulate the integral laws in
differential form.

Sometimes the original integral formulation lends itself neatly to this
reformulation, as in the case of Maxwell’s field theory.  In other cases, such
as that encountered in the development of thermodynamics, the differen-
tial equations must be coaxed from the experimental laws.  The path lead-
ing to the differential statement of the second law is particularly circuitous
and is a tribute to the genius of Sadi Carnot, Rudolf Clausius, and
Constantin Carathéodory (Cropper 2001; Wilson 1960).

In general the laws of physics, represented by sets of differential equa-
tions, are referred to jointly as the differential equations of (mathematical)
physics.  From these differential equations we can, in principle, compute
the properties of a physical system.  The practical mathematical difficulties
encountered in many systems may be formidable.  Generally our interest is
in the time dependence of these system properties as the system responds
to its surroundings.

VARIATIONAL PRINCIPLES

Perhaps remarkably, the form of many of the differential equations of math-
ematical physics can be obtained from what is called a variational prin-
ciple.  That is, the value of a particular quantity, S, is either a maximum or
a minimum for the actual motion of a real dynamical physical system.  We
designate the value of S for the actual motion of the system by Sactual.  Paths
for the system motion that are close to but deviate slightly from the path
followed by the physical system in the actual motion are called virtual.  If
we know the actual path we can construct virtual paths by simply allowing
positions or momenta to vary slightly from the values they have on the
actual path.  If the value of Sactual is a limiting value of the results obtained
for Svirtual, a variational principle holds.

We do not know whether S is a maximum or a minimum for the actual
motion.  We know only that it is an extremum.  Therefore we cannot point
to the variational principle as an indication that the laws of nature demand
that the general path of a system be such that a certain quantity is a mini-
mum.  The fact that there is an extremum, however, provides ground for
speculation about the structure of the laws.

The quantity S is a number.  Its value depends on the path taken by the
system.  That is, the numerical value of S depends on the form of the laws
of motion. Such a quantity is called a functional of the path.  The varia-
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tional principle is then that the functional S has an extremum for the ac-
tual motion undertaken by the physical system.

Conditions for the extrema of a functional may be found in a math-
ematically straightforward manner.  These conditions produce a set of dif-
ferential equations for the system, which are completely equivalent to
Newton’s Laws.  These are called the Euler-Lagrange equations if written
in terms of coordinates alone or the canonical equations of Hamilton if
written in terms of coordinates and momenta.

To decide whether these extrema of S are maxima or minima is extremely
difficult.  No general result exists that will allow us to say that variational
principles in physics produce foundationally either maxima or minima.
We must content ourselves with conditions of weak extrema.  That is, we
can establish that an extremum exists for the actual motion but cannot
decide if that extremum is a maximum or a minimum.

Origins in Optics and  Mechanics. The first proposal that a mini-
mum was important in physical science was made by Pierre de Fermat in
1662.  Fermat proposed that the actual path between two points taken by
a beam of light is the one that is traversed in the least time.  He also sup-
posed that light traveled more slowly in denser media, such as glass, which
was in contradiction to the position of René Descartes and of Newton.
Fermat’s Principle of Least Time was based on a metaphysical assertion
that nature operates in a most efficient fashion.  Although Fermat’s prin-
ciple could be used to establish Willebrord Snell’s law of refraction (1621)
(Lemons 1997), there are many examples showing that the transit time for
light is not a minimum but a maximum (Encyclopedia Britannica 1969,
13:1105c).

The origin of the calculus of variations is found in the problem, posed
by Johann Bernoulli in 1696, of finding the curve along which a body can
slide without friction from one point to another such that the time re-
quired is a minimum.  Apparently he posed the problem intending to
embarrass his brother Jacob, whom Johann claimed was not competent to
solve it.  Solutions were returned by Johann and Jacob Bernoulli, Gottfried
Wilhelm Leibniz, Newton, and Guillaume de l’Hôpital (Lemons 1997).

The first step toward a variational principle for Newtonian mechanics
came with a proposal by Pierre-Louis Moreau de Maupertuis in 1744 (Your-
grau and Mandelstam 1968).  This was the celebrated principle of least
action.  Maupertuis’s idea was metaphysical.  In 1746 he wrote that his
least quantity of action is “a principle so wise and so worthy of the Su-
preme Being, and to which nature appears to be so constantly subject that
she observes it not only in her changes but she tends to observe it in her
permanence.”  Maupertuis’s action was the product of the mass, momen-
tum, and distance, and his principle was similar to Fermat’s.

Maupertuis was interested in establishing a theological foundation for
mechanics.  In 1744 mechanics and optics formed essentially the only
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branches of physics with a rational basis in the experimental and math-
ematical philosophy.  In scientific terms, Maupertuis was inspired by
Fermat’s ideas.  He was also apparently influenced by Leibniz.  Maupertuis’s
least action principle is not the principle later established by Leonhard
Euler, Joseph Louis Lagrange, Carl Gustav Jacob Jacobi, and Sir William
Rowan Hamilton.  There also was some energetic discussion of whether or
not Leibniz originally had the idea of such a principle.  It seems, however,
that the idea was original with Maupertuis (Yourgrau and Mandelstam
1968); it was simply not the final word.

Maupertuis was ridiculed by the French writer and philosopher François-
Marie Arouet, better known by his pen name, Voltaire.  Both Maupertuis
and Voltaire were at one time part of the court of Frederick II of Prussia.
The two Frenchmen apparently were of rather different and difficult per-
sonalities.  A dispute between them resulted in Voltaire’s writing a lam-
poon on Maupertuis, Histoire du docteur Akakia et du natif de Saint-Malo,
in 1752.  Because this was widely read, considerable damage was done to
Maupertuis’s ideas (Park 1988).  His idea, however, was fruitful in further
scientific development.

Euler first published the principle of least action as an exact mechanical
theorem in 1744.  The variation of the sum (integral) over distance (s) of
the product of mass (m) and velocity (v) mvds vanishes.  In this Euler
considered that the energy of the system was a constant (Yourgrau and
Mandelstam 1968).  The systems Euler considered were conservative.

If we are concerned about giving credit for the original idea, that still
belongs to Maupertuis, who had mentioned maximum and minimum prin-
ciples in 1740.  These were contained in a paper on the law of bodies at
rest (Loi du repos des corps) presented to the Paris Academy of Sciences in
1741.  He had corresponded about this with Euler.  In a letter to Maupertuis
(1745) Euler praised the 1741 paper and claimed that Maupertuis’s thoughts
were greater than his own mathematical results.  Apparently, at least, the
somewhat vague ideas of Maupertuis provided the inspiration for the foun-
dational work of Euler (Yourgrau and Mandelstam 1968).

The correct mathematical formulation of the principles of the calculus
of variations was, however, carried out by Lagrange.  In 1758 Lagrange
and his students established a society that later became the Turin Academy.
The academy published a transactions in five volumes.  Most of Lagrange’s
early writings are found in these transactions, which are reprinted in the
Oeuvres de Lagrange (1867).  These include works on the propagation of
sound, the calculus of variations, and works on mechanics.  Of particular
interest to us here is the second volume, in which Lagrange deduces the
principle of least action as a variational problem and solves certain prob-
lems in dynamics.

In 1766 Euler left the court of Frederick II of Prussia, who then invited
Lagrange to come to Potsdam.  Lagrange accepted and spent the next twenty
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years in Prussia.  During that time, between 1772 and 1788, Lagrange
produced the masterful work Mecanique Analytique, which became the
basis for later work in mechanics.  These are reprinted as volumes 11 and
12 of the Oeuvres de Lagrange.  Lagrange wrote of this work, “The reader
will find no figures in this work.  The methods which I set forth do not
require either constructions or geometrical or mechanical reasonings; but
only algebraic operations, subject to a regularity and uniform rule of pro-
cedure” (Lagrange 1867, Bibliography).  With this book we have the be-
ginning of Lagrangian Mechanics.

Hamilton removed the constant energy limitation on the variational
principle of Lagrange by requiring that the virtual paths considered in the
variation begin and end at the same initial and final configurations of the
physical system in the actual motion.  In this form the variational principle
for mechanical systems is known as Hamilton’s principle and S becomes
known as Hamilton’s principle function.

Hamilton also considered a total variation of S, including the end point
times and configurations.  In this case S becomes a function of the end
points.  This allowed Hamilton to consider S to be the principle function
of mechanics, rather than a functional used to derive the equations, and to
obtain a pair of differential equations for S.  Jacobi recognized that only a
single equation was necessary, which is now termed the Hamilton-Jacobi
equation.  The most elegant formulation of Newtonian mechanics is in
terms of the Hamilton-Jacobi equation (Yourgrau and Mandelstam 1968).

Relativity. Einstein’s theories of relativity do not replace Newtonian
mechanics.  The two principal papers on relativity are those of 1905 and
1916 (Einstein [1905] 1952; [1916] 1952).  The 1916 paper provides a
new theory of gravitation to replace Newton’s.  But the basic principles of
mechanics as we have discussed them here remain unscathed by the theory
of relativity.  Indeed, the first postulate of Einstein’s 1905 paper, which he
called the Principle of Relativity, was “The same laws of electrodynamics
and optics will be valid for all frames of reference for which the equations
of mechanics hold good.”

The Lagrangian function, which appears in Hamilton’s principle func-
tion, takes on a modified form, however, owing to the dependence of mass
on velocity for velocities near the speed of light.

Fields. Fields, such as electric and magnetic fields, are quantities that
depend on spatial positions as well as on the time.  The spatial coordinates
and the time are independent variables.  This situation is fundamentally
different from that encountered in the motion of a physical system.  In the
case of the physical system the coordinates (and momenta) of the constitu-
ents are dependent variables which are functions of a single independent
variable, which is the time.  A variational principle for field quantities
must then involve an integral over spatial coordinates as well as the time.
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The inclusion of the spatial coordinates as independent variables causes
no real problem, and a variational principle still holds for electromagnetic
fields.  Einstein’s 1916 gravitational theory is also a field theory.  David
Hilbert was able to obtain a variational principle for this field theory as
well (Yourgrau and Mandelstam 1968).

Quantum Theory. With the wisdom of hindsight, we can track the
emergence of the quantum theory almost logically.  But each step in the
development of new ideas is more an experience of chaos with the hope of
an eventual emergence of order.  Some semblance or order in quantum
theory came with the work of Erwin Schrödinger in the 1920s.  In math-
ematical terms nonrelativistic quantum theory is based on the Schrödinger
equation (Schrödinger 1926; Moore 1989).  One of the more radical ideas
in the path to a quantum theory was that of Louis de Broglie, which ap-
peared in his November 1924 doctoral thesis (de Broglie 1924, cited in
Moore 1989).  This idea was a union of waves and particles.  As de Broglie
put it, “the particle being a little localized object incorporated in the struc-
ture of a propagating wave” (Moore 1989, 186).  In his thesis he was rather
concrete about the idea, placing it in the context of Fermat’s and Hamilton’s
principles.  This was the inspiration for Schrödinger’s development of the
so-called quantum wave equation in 1925–26.

Schrödinger provided a “derivation” of his equation in the paper re-
ceived by Annalen der Physik in January 1926.  Of course one cannot de-
rive this equation from anything more fundamental.  The mechanics
available to Schrödinger was that of Newton, and the equation he sought
was more fundamental than Newton’s laws.  But with the idea of de Broglie
and the relationship between energy and frequency obtained by Max Planck
and Einstein, Schrödinger knew the form of what he was after.  He left
many records of personal thoughts but no illumination of the path that led
to this immortal equation, so we can only surmise that what he wanted
was to produce a legitimizing approach (Moore 1989).

Schrödinger turned to the Hamilton-Jacobi equation, which, as we have
seen, is the fundamental equation of classical mechanics.  In place of
Hamilton’s principle function he introduced Y, which is related to S by
S = K ln Y, where K is a constant.  The form taken by the Hamilton-Jacobi
equation Schrödinger then chose as the integrand in a functional the ex-
tremum of which produced what is now known as the Schrödinger equa-
tion (Schrödinger 1926; Moore 1989).

Of interest to us here is that the fundamental equation of nonrelativistic
quantum theory comes from a variational problem.  Note also that
Schrödinger made no mention of matter waves in this development.  His
published route to the equation was via a variational principle that stood
independently of any of the radical ideas of the emerging quantum theory.

Richard Feynman took a different approach to formalizing the quan-
tum theory.  His approach considered possible trajectories from an initial
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state to a final state, and he expressed the transition amplitude between
two quantum states as a summation over all possible paths connecting the
states.  The only significant contributions to this are those for which
Hamilton’s principle function is an extremum.  Feynman’s theory is not
itself based on a variational principle; it is, however, an integral formula-
tion that generates a variational principle in the classical limit (Feynman
1948; 2005).

Julian Schwinger produced a true variational principle, which can also
be obtained from the Feynman formulation.  Schwinger’s formulation is
specifically for the treatment of quantum fields.  This does not sweep the
difficulties of quantum filed theory under any cosmic rug.  We may claim,
however, that we have a variational principle for the present form of the
quantum theory (Schwinger 1951).

Thermodynamics. At this time we have no formulation of a varia-
tional principle for thermodynamics.  This is in spite of the original intui-
tive hope of people of the stature of Hermann von Helmholtz and Planck.
In 1886 von Helmholtz attempted a derivation of a variational principle
for thermodynamics.  The result is, however, a somewhat contrived formal
relationship of thermodynamics to mechanics, which is valid only for re-
versible changes in the system (Yourgrau and Mandelstam 1968).

We know considerably more now about the relationship between ther-
modynamics and mechanics and about the difficulties presented by irre-
versibility than was known in 1886.  But this knowledge only reveals the
depth of the problem with no indication of the possibility of formulating
a variational principle for thermodynamics.

Physicists believe that the basis of matter is particulate.  And we feel
(almost) confident that our mechanical picture of particles and their inter-
actions must yield macroscopic thermodynamics.  The work of Josiah Wil-
lard Gibbs ([1902] 1960) has provided this for systems in equilibrium.
But when we consider the irreversibility present in real systems, particu-
larly biological systems, we encounter a paradox.  Our mechanics, whether
classical or quantum, is time reversible; but in real systems the direction of
time is provided by the increase in entropy in irreversible processes.  Un-
less this paradox is resolved there can be no rational transition from me-
chanics to thermodynamics.

One of the most authoritative treatments of modern statistical mechan-
ics is Linda Reichl’s A Modern Course in Statistical Physics, Second Edition
(1998), in which she discusses the paradox of irreversibility indicating that
a new field of statistical physics is resolving the paradox.  She cites specifi-
cally Ilya Prigogine (1997) and Hiroshi H. Hasegawa and Dean J. Driebe
(1994).  The work of Hasegawa and Driebe has shown that in order to
obtain a mathematical description of the irreversible time-evolution of a
multi-body dynamical (thermodynamic) system a description of the sys-
tem based on particle trajectories must be given up.  For unstable systems
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the concept of trajectory loses operational meaning.  I alluded to this in a
previous contribution to Zygon (Helrich 1999).

This is in part a measurement problem, which is present whether we
consider the system to be classical or quantum.  This possible resolution to
the paradox points, as well, toward the complexity of multi-body systems.
It is extremely difficult for us to relinquish what we have constructed in
our mind’s eye, so we ask what the molecules are doing and expect answers
in terms of our mental pictures.  Our only honest recourse in this is, how-
ever, to the microscopic picture that agrees with thermodynamics.

What is emerging is a microscopic picture that requires us to give up
our hope of understanding physical reality based on the dynamics of indi-
vidual molecules if we wish to include the irreversibility of time.  We must
accept the fact that the trajectory of a molecule cannot be measured and
has, therefore, no meaning in our concept of reality.  This is similar to
Werner Heisenberg’s statement about the electron orbit in the atom (Heisen-
berg 1930).  The limitations here, however, are not quantum.  This is the
measurement problem.

The emerging resolution of the irreversibility paradox does not point to
a failure of the fundamental reversible equations of classical or quantum
mechanics.  Rather the instability of the time reversible dynamics has been
shown to result in an irreversible kinetic description.  A kinetic description
is based on distribution functions, which are not reducible to the trajecto-
ries of individual particles.  Distribution functions are properties of an
ensemble of systems that are identical at the level of our measurements.

The particular system, composed of a vast number of molecules, that
we have before us on the laboratory bench is a single system.  Any mea-
surement we may make on this system requires an amount of time, and the
probe we use occupies a volume.  Both of these may be very small, but
neither is zero.  Therefore our most detailed measurement of any property
of the single system is an average over time and the probe volume.  The
equality of this time (and volume) average and the ensemble average over
phase space is the content of the ergodic hypothesis, which cannot be proven
for general systems but seems to be essentially universally valid (Toda, Kubo,
and Saitô 1983).  Therefore, in basing our understanding of time irrevers-
ibility on ensemble-level distribution functions we are not venturing any
farther away from the real system than our measurements.  The resolution
of the irreversibility paradox that seems to be emerging from statistical
physics is then not an approximation but a true resolution.

I am very hesitant to say that this resolution is simply statistical, because
that brings to mind simple images and a reduction to combinations of
chance and necessity.  I think that the issue here is far more subtle.  Time
irreversibility is a real and fundamental part of physics.  If the physics of
time irreversibility is found to be based on distributions, which are irre-
ducible to distinct particle trajectories, we may have to relinquish the con-
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cept of a single molecule in a complex system.  The quantum theory has
required us to give up our concept of single electrons in complex atoms
and molecules, which we now accept.  Nevertheless I consider the relin-
quishing of the concept of a single molecule in a complex system to be a
nontrivial step.

The irreversibility of time for these systems is then related to what can
result from processes occurring in these systems.  For these systems ques-
tions of teleology are then no longer rooted in the variational principles
discussed above.  They are rooted in the entropy production arising from
instabilities in those complex systems.  The relationship may be intimate
rather than statistical.

Prigogine (1997) points out that matter far from equilibrium acquires
new properties.  He is able to discuss this in terms of the dynamics of
classical as well as quantum systems.  The continuous interaction of the
particles of matter with one another is the root of the time irreversibility
that results.

DISCUSSION

My intention in this essay has been to discuss the details of what come very
close to guiding principles in physics: variational principles.  From its ini-
tial discovery, even in a most rudimentary form, the variational principle
in mechanics was thought of as a teleological principle.  This was particu-
larly the case when it seemed apparent that this variational principle defi-
nitely asserted that some fundamental quantity was a minimum.  Even when
the result was not a minimum, however, we could still claim that nature is
revealing a fundamental direction by requiring that a certain integral func-
tion or functional has an extremum for processes matching reality.

Classical and quantum physics and field theory can all be cast in terms
of variational principles.  In a certain sense we may then claim that we have
established the foundational formulation of the theoretical or mathemati-
cal physics of particles and fields based on variational principles.  If we
accept that particles and fields embrace all that is present in the universe,
we are free to address the metaphysical question of whether or not this
implies a teleology in physics.  Physics will already have supplied as much
insight as possible by formulating the variational principles.

In the last chapter of their book, Wolfgang Yourgrau and Stanley
Mandelstam (1968) present an insightful and historically based discussion
of the significance of variational principles in natural philosophy.  They
claim that although certain scientists may choose to speculate on the meta-
physics, this is scientifically unintelligible.  They close their discussion with
the words of Max Born, who does not himself condemn metaphysics but
does point out that metaphysical speculation is an act of faith and says that
we must accept that if we are to be honest.
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I believe, however, that we can say more even before we leave the physics
for any metaphysical speculation we may choose.  Time is the fundamental
concept with which we must deal if we are to consider any question related
to teleology.  In the instances for which we have a variational principle
time is reversible.  The instance for which a variational principle fails is
that for which time is irreversible.  This is a mathematical consequence of
the formulation of variational principles.

Both classical mechanics and quantum mechanics are time reversible.
Thermodynamics is not.  For this reason there is no variational principle
for thermodynamics.  This does not necessarily deny the existence of a
teleology for thermodynamic systems.  The lack of a variational principle
for thermodynamics may, however, be sufficient reason to claim that tele-
ology cannot be inferred from a variational principle.  Thermodynamics is
too central to physics to be ignored in this discussion.  Any real consider-
ation of the physics of the universe must recognize that the universe is
irreversible in time.

Thermodynamic irreversibility is a consequence of entropy production.
Entropy is one of the most subtle of all concepts in physics.  Unlike energy,
entropy cannot be defined for single molecules.  It is a system property.

As I have indicated, Gibbs was able to obtain a statistical mechanical
formulation for entropy at equilibrium.  And Ludwig Boltzmann (1871;
1872; 1877) was able to obtain a kinetic theory entropy for low-density
gases near equilibrium.  Boltzmann’s entropy has the same form as uncer-
tainty in Claude Shannon’s information theory, which yields an under-
standing of entropy in information theory terms for low-density systems
near equilibrium (Jaynes 1957a, b; 1963; Shannon 1948).

But these near-equilibrium approaches fail if we want to encounter situ-
ations of interest in biology or those encountered in chemical reactions in
nongaseous systems far from equilibrium.  Our scientific understanding of
such systems of necessity is built on expansions around the thermodynam-
ics of equilibrium.  Prigogine has shown that stationary states are charac-
terized by minimum entropy production (Prigogine 1967).  But there is
no such general principle in the far-from-equilibrium nonlinear regime
(Kondepudi and Prigogine 1998).

Thermodynamics requires that entropy production in a system cannot
be negative.  Far from equilibrium there may be a number of possible
states to which a system may evolve.  Some of these states may possess
great geometric spatial symmetry or an oscillatory ordering in the time.
Transitions between states are induced by fluctuations, which are always
present in complex interconnected systems.  Prigogine and his coworkers
have referred to this as order through fluctuations (Nicolis and Prigogine
1989; Prigogine and Stengers 1984; Prigogine 1980).  In this case the gen-
eral time direction is determined, since the system must, according to the
laws of physics, evolve in a direction of increasing entropy.  But this evolu-
tion may be toward one of a number of structured states.



Carl S. Helrich 109

In teleological terms, the direction of the time evolution of a system has
a general sense, but the exact system path is unspecific.  We can speak of
such a path as open and undetermined in a detailed sense.  This conclusion
is more in keeping with a modern understanding of teleology.  The future
is not completely determined scientifically, and the reason may be a result
not of the Heisenberg Indeterminacy Principle but of thermodynamics
and the indeterminacy of fluctuations.

Any discussions of teleology based on variational principles must, it seems
to me, deal with the understanding we may gain from these principles
regarding the structure of the basic laws governing the motion of isolated
systems.  Here we may gain insight into the elegance and beauty of the
basic structure of the physical universe.  This may be of fundamental im-
portance in our attempt to understand what Einstein termed the thoughts
of God.

If we are to comprehend the dynamical evolution of the universe in
scientific terms we must encounter the reality of interconnected complex
systems.  Here we must give up our hope of understanding even small
parts of the universe in terms of a picture, regardless of how elegant, based
on single particles.  Our comprehension of these complex systems and of
teleology must be based on the properties of ensembles of systems, which
to us are indistinguishable from one another.  We cannot follow in detail
even the passage from a point of instability to the next stable level.

It seems then that there is finally no proof that an unambiguous teleol-
ogy is evidenced in physics.  But I do not think that speculation here must
necessarily be simply a question of faith in a specific metaphysics.  If we
speculate without a grounding in the physics, Born may be correct that we
are carrying out an act of faith (alone); but it seems to me that physics
reveals a direction and an openness in nature that invites exploration.

NOTES

1. Robert John Russell (2006) has provided a very coherent argument that science itself is
based on Christian concepts and ideas.

2. Present experiments on single quantum particles are not conducted for the formulation
of laws, but for the testing of laws.
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